Abstract

Data mining classification plays an important role in the prediction of outcomes. One of the outstanding classifications methods in data mining is Naïve Bayes Classification (NBC). It is capable of envisaging results and mostly effective than other classification methods. Many Naïve Bayes classification method provide low performance in classification and regression problems. Ones of the facts behinds the performances of the NBC is due to the assumptions of contingent on independence amidst predictors and the initials hyper parameters. However, this strong assumption leads to loss of accuracy. In this study, a new method for boosting the accuracy of NBC was proposed. The proposed new technique uses a grid search to give better accuracy Naïve Bayes classification.
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1. Introduction

Classification is a major and efficient method for predicting results from a set of data in data mining. The Naïve Bayes Classifier is a famous classification method used for predicting the outcome of datasets [1, 2]. Generally, the NBC operates effectively compared to the other classifiers because of its excellent prediction accuracy, simplicity, reduced memory requirement, and lesser computational complexity. The assumption of self-reliance amidst the predictors is the main rationale for a superior capability of the NBC. However, this assumption and inadequate initialized factor might result in accuracy loss in the NBC [3]. There can be a higher loss of accuracy if the set of considered datasets have properties with strong interaction among themselves. Therefore, enhancing the accuracy of NBC with parameter optimization is a challenging task [4]. In this study, a strong technique for reducing the accuracy loss in the NBC was proposed owing to the poor initialization of the Naïve Bayes factor. The results obtained from the experimental trials indicate that the suggested technique effectively enhanced the validity of the proposed NBC variant compared to the conventional NBC. The suggested algorithm was evaluated on an IRIS dataset acquired from the UCI Machine Learning database.

This paper is organized in sections; section II elaborates the NBC while sections III and IV discussed the dataset and the implementation, respectively. The results of the evaluations are presented in section V while section VI presents the study conclusions.

2. Related Work

Despite of the simplicity of naïve bayes classifier, its implemented in many practical classification and recognition problems. So there are several classification models based on naïve bayes proposed by the research community. The literature survey explain the articles about naïve bayes with different optimization algorithm. M. Borrotti and his colleagues [5] proposed NACO method that combine naïve bayes classifier with ant colony optimization algorithm in order to increase the accuracy of classification for high dimensional data. Shuangshuang Cui and his colleagues [6] used naïve bayes classifier to predict osteonecrosis of the femoral head. Sujana and his colleagues [7] proposed new feature selection method using naïve bayes and cuckoo search optimization algorithm. All the above discussed method have the problem of local optima when optimize hyper parameter of naïve bayes classifier. In this study, a new method for boosting the accuracy of NBC using grid search optimization was proposed.

3. Classifiers

Classification is imperative for data mining. The learning algorithm [8] establishes a classifier in a given set of measurement, for instance, a set of characteristic data (x1,x2,….. ,xn), where xi denotes feature data Xi. Let c stand for the classification feature and c ∈ C ⊆ ℝm be an instance of C. The purpose of classification is to initiate the actuality of groups when given a set of observation (unsupervised learning) or where various categories prevail and the target is classified into one of the previous categories (supervised learning) [9]. Supervised learning has been employed in this study as the classification method.

3.1 Naïve Bayes
Classifier effectively anticipates the class of a data in relation to an individual case in a given dataset. Depending on the Bayes’ Theorem, the NBC is a supervised classification used for predicting the class from the characteristics of a dataset.

3.2 Grid search optimization

Several studies have been conducted on the selection of kernel parameters. These studies have proposed methods such as the grid search method and its variant, as well as the bilinear method for kernel parameters selection [3]. The PSO and grid search are the two methods that often give the best values of the kernel parameters \((C, \gamma)\) as earlier reported. The grid search method takes the combined values of \(M\) and \(N\) for \(C\) and \(\gamma\) \((M*N\) for \(C,\gamma)\) and trains them respectively before estimating the promote recognition rate. Grid search technique has an increased learning precision; however, the superior quantity of the input consumes much time. The grid search is more preferable because it can parallelly participate in the training of every SVM since they do not depend on each other. Hence, it takes much time to execute a complete grid search. Thus, accomplishing the total grid search consumes much time. Hsu and his colleagues [10] suggested an improved grid search method with the basic idea of first getting the optimal values of \(C\) and \(\gamma\) using a large step combination of \(C\) and \(\gamma\) before conducting a detailed grid search within a range close to the \(C\) and \(\gamma\) values. More so, Li and his colleagues [11] suggested bilinear grid search technique with the main goal of obtaining the combination of parameters that can give an improved bilinear grid search before searching for the optimum values in a certain range close to the optimal parameter combination.

4. Dataset

The presented technique in this study used the IRIS dataset acquired from the UCI Machine Learning Repository. The dataset is in a multivariate group as it provides the statistic on the Iris plant type based on four characteristics which include width, width and petal - length, sepal - length, and values as presented in Fig-1. The dataset is composed of three groups with 50 cases each and a total of 50 cases. The type of Iris plant is the
5. Implementation

- Step-1: The Iris dataset in CSV is computed as the input.
- Step-2: Divide the data into test and training datasets. In this study, the dataset was divided into 70% training and 30% testing.
- Step-3: Distinguish the training dataset based on the class values, that is, 1, 2 and 3.
- Step-4: Determine the standard deviation and mean values for the individual data case based on the class values.
- Step-5: Choose the naïve Bayes laplace_correction parameter as input to grid search optimization algorithm.
- Step-6: Apply the optimal value of the laplace_correction parameter as an initial value to the process of classification using naïve Bayes.
- Step-7: Utilize the model and generate predictions.
- Step-8: Determine the prediction accuracy through the comparison of the class data of test dataset. This accuracy is evaluated based on the ratio between 0 to 100%.

6. Results and Correlations

```
PerformanceVector:
accuracy: 95.33% +/- 4.27% (micro: 95.33%)
ConfusionMatrix:
  True: Iris-setosa Iris-versicolor Iris-virginica
  Iris-setosa:  50   0   0
  Iris-versicolor: 0 47   4
  Iris-virginica:  0   3  46

Figure 2: The accuracy of 95.33% without Step-5
```

```
PerformanceVector:
accuracy: 97.78%
ConfusionMatrix:
  True: Iris-setosa Iris-versicolor Iris-virginica
  Iris-setosa:  11  0   0
  Iris-versicolor: 0 21  0
  Iris-virginica:  0  1 12

Figure 3: The accuracy of 95.33% without Step-5
```

The suggested model presented in Section IV was performed on the Iris dataset with and without Step-5. In each
run, the obtained results were evaluated based on the accuracy of the NBC. The obtained results showed that the accuracy of the NBC increased to 97.78 using Step-5 and about 95.33% without Step-5. All the results, with the optimization, are presented in Figs 2 and 3, respectively. The inbuilt NBC of Matlab achieved 79.09% accuracy using the same dataset.

Table 1 presents the combined analysis of the suggested technique in relation to the accuracy of other techniques. The results showed that the suggested technique reduced the accuracy loss in the NBC through the assumption of conditional independence. Thus, the presented model in this study can enhance the conduct of the NBC. The result of proposed method show the powerful of using grid search optimization to select the best hyper parameter of naïve bayes classifier. The grid search method divide all the parameters into a certain range, and calculate the parameters of all points on the grid, and choose the best parameters according to the accuracy.

<table>
<thead>
<tr>
<th>Classifier</th>
<th>Performance on 150 Data Instances</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Training (67%)</td>
</tr>
<tr>
<td>NBC with conditional independence and execution step – 5</td>
<td>100</td>
</tr>
<tr>
<td>NBC with conditional independence without execution step - 5</td>
<td>100</td>
</tr>
<tr>
<td>Matlab’s inbuilt NBC Algorithm</td>
<td>100</td>
</tr>
</tbody>
</table>

7. Conclusions and Recommendation

The starting value is the main factor for accuracy loss in the NBC. However, this presumption causes the estimation of probabilities to be easier. The separation technique employed in this study improved the accuracy of the classifier using grid search optimization technique. The obtained results indicate that the employed technique achieved a significant prediction accuracy compared to the conventional inbuilt Matlab NBC. Thus, the accuracy of the NBC can be enhanced with the assumption of conditional independence.
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