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Abstract 

This paper compares the tractability of four discordancy statistics for modelling outliers based on extremeness. 

They are: the Generlaized Extreme Studentized Deviate (ESD), Grubb’s test, Hampel’s method and the quartile 

method. The last two methods are seen to detect outliers even for datasets that are not approximately normal, 

although Hampel outperforms the quartile method in some cases. However, a multiplier effect of 2.2 is proposed 

for the quartile method in addition to the robust statistics for accommodating the outliers. 

Keywords: Outliers, Generalized Extreme Studentized Deviate (ESD); Univariate time series; Autocorrelation 

function (ACF). 

1. Introduction 

Outlier modelling has become a critical aspect of time series as they can lead to model misspecification, testing, 

biased parameter estimation, inference, poor forecasts and inappropriate decomposition of the series (see for 

example, [1, 2]). Although their detection uses mathematical methods, the way that they are dealt with may 

depend on reasoned but ultimately subjective judgement. When outliers are found there are three methods of 

dealing with them: correction, omission and accommodation.  
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Firstly, if the outlier has been generated by a mistake in data entry or in the construction of the data set (e.g. 

when merging files) then it may be possible to correct it. Sometimes this is the result of transcription errors and 

in others it might be possible to check the data with the respondents. If it cannot be corrected then it must be 

omitted as the second approach. 

This can also be applied to contaminants. Accommodation of outliers maintains the sample size but requires 

additional parameters to be fitted while omission reduces the sample size but might lead to a simple model. The 

decision which method is better depends on a number of factors. If the contaminating process is very different 

from the main process then the final model may be extremely complex and prove very difficult to report. 

Secondly, the contaminating process might not be relevant to the main purpose of the study and so modelling it 

is inappropriate. In both cases, omission may be the best solution. However, if the accommodation involves only 

adding a few additional parameters and/or is of some other relevance to the analysis then the method that 

accommodates outliers should be used [3]. Thus, an outlier is considered as a data point whose response doesn’t 

follow the general trend of the remaining dataset of the population. In a sense, this definition leaves it up to the 

analyst (or a consensus process) to decide what will be considered abnormal. Before abnormal observations can 

be singled-out, it is necessary to characterize normal observations. 

Generally, there are two main reasons for outlier analysis. Firstly, outliers bias parameter estimates and this 

should be prevented. Secondly, we want to find potential causes of extreme scores, for example, to some 

subgroup of a univariate dataset [4, 5, 6, 7, 8]. In economic theory, this separation of the two goals of outlier 

analysis has an interesting interpretation. First of all, outliers can help in fitting imperfect theories to complex 

real world phenomena. This is the traditional usage, implicit in the use of binary variables. On the other hand, 

outliers can also be used to reveal where a theory does not work, or to check what aspects of it need refining in 

order to better describe the real world. The examination of outliers can therefore be justified not only from the 

traditional data analysis perspective, but also by appealing to the interaction of theoretical and empirical 

economics [9]. Outliers can take several forms in time series. They are additive and innovative outliers [10]. An 

additive outlier affects a single observation, which is smaller or larger in value than expected. In contrast an 

innovative outlier affects several observations. Three other types of outliers can be defined, namely level shifts, 

transient changes and variance changes [11]. A level shift simply changes the level or mean of the series by a 

certain magnitude from a certain observation onwards. A transient change is a generalisation of the additive 

outlier and level shift in the sense that it causes an initial impact like an additive outlier but the effect is passed 

on to the observations that come after it. A variance change simply changes the variance of the observed data by 

a certain magnitude. Outliers affect the autocorrelation structure of a time series, and therefore they also bias the 

estimated autocorrelation (ACF), partial autocorrelation (PACF) and the extended autocorrelation functions 

(EACF). The exact results of the effects are complicated and require lengthy computations [12]. In this work, 

two activities are adopted and considered essential for characterizing a set of data: 

i. Examination of the overall shape of the graphed data for important features, including symmetry and 

departures from assumptions. 

ii. Examination of the data for unusual observations that are far removed from the mass of data. These 

points are often referred to as outliers. 
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2.  Materials and Method 

The data comprises the number of students that graduated under normal four years duration from the 

Department of Statistics, University of Uyo, Uyo, from 2000/2001 session to 2009/2010 session and the yearly 

inflation rates in Nigeria between 1961 and 2013. 

2.1 Generalized Extreme Studentized deviate (ESD) 

This test [13] is used to detect one or more outliers in a univariate dataset that follows an approximately normal 

distribution.  Given the upper bound, k, the generalized ESD test essentially performs k separate tests: a test for 

one outlier, a test for two outliers, and so on, up to k outliers. 

The hypothesis under consideration is: 

H0: There are no outliers in the dataset 

H1: There are up to k outliers in the dataset 

Test 

Statistic: 

Compute 

Ri  =  

Where  and s denote the sample mean and sample standard deviation, respectively. Here, we first 

remove the observation that maximizes  and then recompute the above statistic with n-1 

observation. The process is repeated until k observations have been removed. This results in the k 

test statistics R1, R2, ..., Rk. 

Significance Level:   α 

Critical 

Region: 

 

Corresponding to the k test statistics, we compute the following k critical values: 

λi =  , i =1, 2,…, k 

where tp,ν is the 100p percentage point from the  t distribution with ν degrees of freedom and p = 1 

−   

The number of outliers is determined by finding the largest i such that Ri > λi. 
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2.2 Grubbs’ Test  

Given a dataset that is approximately normal, Grubbs' test [14] detects a single outlier in a univariate dataset by 

considering the following hypotheses: 

H0: There is no outlier in the data set 

H1: There is at least single outlier in the data set 

The general formula for Grubbs' test statistic is defined as: 

G = , where  is the ith element of the dataset,  is the sample mean and s denotes the standard 

deviation. The test statistic is the largest absolute deviation from the sample mean (in units) of the sample 

standard deviation. The calculated value of parameter G is compared with the critical value for Grubb’s test. 

When the calculated value is larger or smaller than the critical value of choosing statistical significance, then the 

calculated value can be accepted as an outlier. The statistical significance level ( ) describes the maximum 

probability of committing a Type I error. 

2.3 Hampel’s Test 

In the calculation of Hampel’s test, statistical tables are not necessary. Theoretically, this method is resistant, as 

it is not sensitive to outliers. It also has no restrictions as to the abundance of the dataset. The steps are as 

follows: 

i. Compute the median (Me) for the total dataset. 

ii. Compute the value of the deviation from the median value, and this is done for all elements from the data 

set: 

=    Me, where, i is the sample data from the data set, i = 1, . . . , n 

 is the number of all elements in the set while Me− is the median. 

iii. Calculate the median for deviation Me  

iv. Check the conditions:  4.5 Me  

If the condition is executed, then the value from the dataset can be accepted as an outlier. 
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2.4 Quartile Test 

To detect outliers using the quartile method, the following steps are considered: 

Step 1: Calculate the upper quartile, Q3. 

Step 2: Calculate the lower quartile, Q1. 

Step 3: Calculate the gap between the quartiles: H = Q3 – Q1. A value lower than Q1 – 1.5H and higher than Q3 

+ 1.5H is considered to be a mild outlier (influential observation). A value lower than Q1 - 3H and higher than 

Q3 + 3H, is considered to be an extreme outlier. 

3.  Results 

As a first step, a normal probability plot, histogram and sequence chart was generated. 

Figure1: normal probability plot 

 

 

 

 

 

 

 

 

 

 

Table 1 represents the total number of outliers detected. In these experiments, Grubbs’ test has given the same 

results in repeated cases. The three other methods did not detect additional outlier when the experiment was 

repeated unlike the Grubbs’ test. Note that the experiment is only repeated after an outlier is detected. 
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Figure 2: normal probability histogram and sequence chart 
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Table 1: Comparison of the number of outliers detected using various discordancy tests. 

Outliers test       ( 

two tailed test) 

Number of outliers 

detected(test 

without outliers) 

Number of 

outliers 

detected(Test 

with outliers(1st 

test) 

Number of 

outliers  

detected( Test 

with 

outliers(2nd 

test) 

Total 

number of 

outliers 

detected 

Sig(  

Grubbs test 1 1 0 2 0.5% 

Hampel 3 0 0 3 0.5% 

Quartile 3 0 0 3 0.5% 

Generalized ESD 3 0 0 3 0.5% 

      

Considering that dataset on the inflation rate and a time plot of the original data (Figure 7), a test of normality 

was first carried out using normal probability plot (Figure 3), histogram (with normal curve, Figure 4) and 

Kolmogorov-Smirnov test (Table 2). 

Figure 3: normal probability plot 
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Figure4: Histogram with Normal  curve 

 

 

Table 2: Tests for Normality 

 Kolmogorov-Smirnova Shapiro-Wilk 

 Statistic Df Sig. Statistic Df Sig. 

Inflation .253 53 .000 .758 53 .000 

a. Lilliefors Significance Correction 

The normality tests however revealed that the dataset does not approximately follow the normal distribution. 

Hence, Grubbs’ test and the generalized extreme standardized deviate (ESD) test are not appropriate for this 

detection. However, Hampel’s method and the quartile method were used to detect the outliers as these methods 

have no restriction on the distribution of the dataset. Hampel’s method detected 7 outliers while the quartile 

method detected 5 outliers. In a way of handling the outliers, robust statistics as already discussed in this was 

employed. The robust estimators of the mean and standard deviation were 11.6 and 7.8 respectively. 

Specifically, inflation rates for year 1984, 1988, 1989, 1992, 1993, 1994, and 1995 were detected as outliers. 

The effect of these outlying points could be seen in the structure of the autocorrelation function as compared to 

the structure of the auto correlation function when these outliers are removed. 
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Figure 5: Autocorrelation Structure of Inflation Rates with Outliers 

 

Figure 6: Autocorrelation Structure with Outliers removed 
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4. Discussion 

From our results in Table 1, it was revealed that Grubbs’ test had low sensitivity for outlier detection. The other 

three methods are very much better than Grubbs as they could identify the maximum outliers. The charts and 

graphs reveal that the number of students that graduated under normal 4 years duration was very low in 2001/ 

2002 and 2008/2009 admitted session and it was high in 2003/2004 and 2009/2010 admitted session. From the 

two ACF plots above (Figures 5 & 6), it can be observed that the ACF with the outliers decayed very slowly 

indicating a high non-stationary series while the ACF when the outliers are removed decayed more rapidly, 

indicating a seemingly stationary process. Again, the ACF with the outliers showed some cut-offs beyond the 

confidence interval while the ACF when the outliers are removed had all the points within the confidence 

interval. 

Figure 7: A Time plot of the original data (1961 – 2013) 

 

5. Conclusion 

For any dataset that is approximately normal (Figure 3), it is recommended that the ‘multiplier constant’ used in 

the quartile method which is conventionally given as: Upper quartile = Q3 + 1.5(Q3 - Q1) and Lower quartile = 

Q1 - 1.5(Q3 - Q1) be upgraded to: Upper quartile = Q3 + 2.2(Q3 - Q1) and lower quartile = Q1 - 2.2(Q3 - Q1). It 

has been observed that for an approximately normal data, the use of 1.5 as the multiplier reduces the normality 

of the data, whereas when 2.2 is used, the normality of the data is maintained. 

Apart from the decay rates in the autocorrelation structures (in the presence of outliers) so far established, their 

impacts on the parameter estimates and the width of the confidence intervals would be considered in future 

research work. 
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