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#### Abstract

In [7] authors studied the sequence spaces and function spaces on interval [0,1]. Further they introduced new sequence spaces by using generalized p-summation method and proved these spaces of sequences and functions are Banach spaces. In this paper we extend the results of authors in [7] by introducing a new basis function and strongly p-summation method.
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## 1. Introduction

John Maynard Smith in 1970 first introduced the notion of sequence space for protein evolution. He proposed a "sequence space" where all possible proteins are arranged in a protein space in which neighbors can be interconnected by single mutation [1]. These problems are not only unique to protein structures but relevant to many other areas such as DNA sequence, brain imaging, climate data, financial data and others. In these area of interest the data have common features that: data are enormous, information is multi dimensional and complex, the sample size is relevantly small, they posses finitely many non zero elements in the sequence and some elements in the sequence repeat many times. For instance, four types of nucleotide A, T, G and C are linked in different orders in extremely long DNA molecules. It now becomes a continuing challenge for scientists, engineers, mathematicians and others to record and preserve data in these endeavors.

When the data received from the reservoir to obtain some information have lower dimension and samples have larger size, the statistical methods such as that the covariance matrix [2,3], dot matrix[4] and position weight matrix [5,6] can deal with the cases promptly in a simplified way. However, when data have multidimensional character and the sample size is smaller, the statistical methods may lead to errors [7].

In this connection authors [7] have pointed out the necessity of the new definition of norm to fit a given data ' $a$ ' in a of set some class samples $S$.

Based on the sequence spaces and function spaces on interval [0,1], in the present paper we examine the behaviors of sequences generated by DNA nucleotides. It has been aimed to extend the results of authors [7] by: introducing new function space in [0,1], extending the basis function $\frac{x^{n}}{n!}$, introducing a new sequence $b=\left(b_{n}\right)=\left(\sum_{v=n}^{\infty} a_{v}\right)$ which can characterize DNA sequence and obtaining some new completion results among the existing spaces in [0,1].

## 2. Preliminaries and reviews

Before introducing new function spaces we begin with following definitions, notations and function spaces as defined in [7].

Let $a=\left(a_{1}, a_{2}, a_{3}, \ldots, a_{n}, \ldots\right)$ be a DNA sequence where $a_{n} \in\{A, C, T, G\}$ and

$$
\begin{equation*}
a(x)=A p_{1}(x)+C p_{2}(x)+T p_{3}(x)+G p_{4}(x) \tag{2.1}
\end{equation*}
$$

Clearly, for different DNA sequence, we have different polynomials $p_{j}(x)$.It is a simpler reserve form. To extend it into a sequence of infinitely many non zero terms, we take $x \in[0,1]$. Here, $a(x)$ is called the generation function
in the classical queuing theory. We remark that the generation function is not continuous function defined in $[0,1]$. Hence in order to find out a feasible form of $a(x)$ we integrate first and then differentiate.

Denoting by $L$ the integral operation and performing it for constant 1 leads to,
$L^{1}(1)(x)=\int_{0}^{x} 1 d x=x$
$L^{2}(1)(x)=\int_{0}^{x} L^{1}(1) x d x=\frac{x^{2}}{2}$

Generalizing we get,
$L^{n}(1)(x)=\frac{x^{n}}{n!}$ for all $n \in \mathbb{N}$.

For any polynomial $p_{n}(x)$ of order n , it can be written as

$$
\begin{align*}
p_{n}(x) & =a_{0} \cdot 1+a_{1} x+a_{2} \frac{x^{2}}{2!}+\cdots+a_{n} \frac{x^{n}}{n!} \\
& =\left[\sum_{k=0}^{n} a_{k} L^{k}\right](1)(x) \tag{2.3}
\end{align*}
$$

Next, we consider the differential operator $D$ for the for the function $\frac{x^{n}}{n!}$ which yields,
$D^{1}\left(\frac{x^{n}}{n!}\right)=\frac{x^{n-1}}{(n-1)!}, D^{2}\left(\frac{x^{n}}{n!}\right)=\frac{x^{n-2}}{(n-2)!}, \ldots$

In general for $1 \leq k \leq n$, it holds that
$D^{k}\left(\frac{x^{n}}{n!}\right)=\frac{x^{n-k}}{(n-k)!}$

Therefore the coefficient sequence is given by

$$
\begin{equation*}
\left(a_{0}, a_{1}, a_{2}, \ldots, a_{n}\right)=\left.\left(D^{0}, D^{1}, D^{2}, \ldots, D^{n}\right) p_{n}\right|_{x=0} \tag{2.5}
\end{equation*}
$$

and $\frac{x^{n}}{n!}$ is defined to be the basis function.

Moreover, the polynomial space over [ 0,1 ] , denoted by $\mathrm{P}[0,1]$, is a Banach space with the norm
$\|p\|_{\phi}=\sup _{n \geq 0}\left\{\left\|D^{n} p\right\|_{\infty}\right\}$
where $\|f\|_{\infty}=\max _{0 \leq x \leq 1}|f(x)|$.

In this space, the integral and differential operations are bounded linear operators. To extend to an infinite sequence, we take a subset $C_{M}^{\infty}[0,1]$ of $C^{\infty}[0,1]$ defined by
$C_{M}^{\infty}=\left\{f \in C^{\infty}[0,1]: \sup _{n \geq 0}\left\|D^{n} p\right\|_{\infty}<\infty\right\}$
$C_{M}^{\infty}[0,1]$ is a Banach space. Now for the function space on interval $[0,1]$, there exist the following set inclusion relations
$P[0,1] \subset C_{M}^{\infty}[0,1] \subset C^{\infty}[0,1] \subset C^{k}[0,1] \subset C[0,1] \subset L^{\infty}[0,1] \subset L^{p}[0,1] \subset L^{1}[0,1]$

But the completion of $\left(P[0,1],\|\cdot\|_{\varnothing}\right)$ is not the space $\left(C_{M}^{\infty}[0,1],\|\cdot\|_{\varnothing}\right)$. For the completion of the space $\left(P[0,1],\|\cdot\|_{\varnothing}\right)$ authors have defined the following spaces on $[0,1]: C_{\phi, 0}[0,1]=\left\{f(x)=\sum_{n=0}^{\infty} a_{n} \frac{x^{n}}{n!}: \lim _{n \rightarrow \infty} a_{n}=0\right\}$,
$C_{\phi, p}[0,1]=\left\{f(x)=\sum_{n=0}^{\infty} a_{n} \frac{x^{n}}{n!}: \sum_{n=0}^{\infty}\left|a_{n}\right|^{p}<\infty\right\}$ for $p \geq 1$ and
$C_{\phi, \infty}[0,1]=\left\{f(x)=\sum_{n=0}^{\infty} a_{n} \frac{x^{n}}{n!}: \sup _{n \geq 0}\left|a_{n}\right|<\infty\right\}$

These spaces are isomorphic to $c_{0}, l_{p}$ and $l_{\infty}$ respectively [7].

Obviously $P[0,1] \subset C_{\varnothing, 0}[0,1] \subset C_{M}^{\infty}[0,1]$ and authors have shown the following set inclusion relations:

$$
\begin{equation*}
P[0,1] \subset C_{\phi, 1}[0,1] \subset C_{\phi, p}[0,1] \subset C_{\phi, 0}[0,1] \subset C_{\phi, \infty}[0,1]=C_{M}^{\infty}[0,1], 1 \leq p<\infty \tag{2.9}
\end{equation*}
$$

## 3. New function space on $[0,1]$ and new set inclusion relations

We define for any $x \in[0,1]$, a polynomial function of order $n$

$$
\begin{align*}
p_{n}(x) & =\sum_{v=1}^{n} a_{v}\left(\sum_{k=1}^{v} L^{k}(1)(x)\right), a_{0}=0 . \\
& =\sum_{v=1}^{n} a_{v}\left(\sum_{k=1}^{v} \frac{x^{k}}{k!}\right) \tag{3.1}
\end{align*}
$$

where $L$ is integral operator and
$\sum_{k=1}^{v} \frac{x^{k}}{k!}$ for $v=1,2,3, \ldots, n$
is new basis function defined in the polynomial function $\mathrm{P}[0,1]$ which illustrates better approximation to the problem. Further by using differential operator for the basis function
$\sum_{k=1}^{v} \frac{x^{k}}{k!}$ for $v=1,2,3, \ldots, n$ we find that,
$D^{k}\left[\sum_{i=1}^{v} \frac{x^{i}}{i!}\right]=\frac{x^{v-k}}{(v-k)!}, 1 \leq k \leq v$

Obviously,
$D^{1} p_{n}(0)=a_{1}+a_{2}+\ldots+a_{n}$
$D^{2} p_{n}(0)=a_{2}+a_{3}+\ldots+a_{n}$
$D^{n} p_{n}(0)=a_{n}$

Therefore the coefficient sequence $b=\left(b_{n}\right)$ is given by
$\left(a_{1}+a_{2}+\ldots+a_{n}, a_{2}+a_{3}+\ldots+a_{n}, \ldots, a_{n}\right)=\left.\left(D^{1}, D^{2}, \ldots, D^{n}\right) p_{n}(x)\right|_{x=0}$

Thus we obtained new coefficient sequence to characterize DNA sequence. With the coefficient sequence $b=\left(b_{k}\right)$ defined by $b_{k}=\sum_{v=k}^{n} a_{v}$, for all k ; we can characterize DNA sequence and the result is helpful to explore for the possible application in DNA sequencing. The following table shows the distribution of the coefficient sequence $b=\left(b_{k}\right)$ with all possible alignments of DNA nucleotides.

Table 1. Distribution of the coefficient sequence $b=\left(b_{k}\right)$

```
\(b_{1}=a_{1} a_{2} a_{3} a_{4} a_{5} a_{6} a_{7} a_{8} a_{9} \ldots a_{n}\)
\(b_{2}=\quad a_{2} a_{3} a_{4} a_{5} a_{6} a_{7} a_{8} a_{9} \ldots a_{n}\)
\(b_{3}=\quad a_{3} a_{4} a_{5} a_{6} a_{7} a_{8} a_{9} \ldots a_{n}\)
\(b_{4}=\quad a_{4} a_{5} a_{6} a_{7} a_{8} a_{9} \ldots a_{n}\)
```

$\qquad$
$\qquad$
$\qquad$

```
    \(b_{n=} \quad a_{n}\)
```

where $a_{n} \in\{A, C, T, G\}$. In computational process, if we input a DNA sequence, BLAST (Basic Local Alignment Search Tool) will display all possible gene matches with closure similarities between the existing DNA sequence in Gene Bank and the input sequence. The most likely matches will be displayed from top to bottom sequence alignments.

As in [7] polynomial function $\mathrm{P}[0,1$ ] is now a finite dimensional normed space normed by,

$$
\|p\|_{\psi}=\sup _{n \geq 0}\left\{\sum_{k=1}^{n}\left\|D^{k} p-D^{k+1} p\right\|_{\infty}\right\} .
$$

To extend the case to an infinite dimension, consider a subset of function space $C^{\infty}[0,1]$ defined by
$C_{M}^{\infty}[0,1]=\left\{f \in C^{\infty}[0,1]: \sup _{n \geq 0}\left\|D^{n} f\right\|_{\infty}<\infty\right\}$
which is a linear space.

The authors [7] have shown the sets inclusion relations as
$P[0,1] \subset C_{\phi, 1}[0,1] \subset C_{\phi, p}[0,1] \subset C_{\phi, 0}[0,1] \subset C_{\phi, \infty}[0,1]=C_{M}^{\infty}[0,1], 1 \leq p<\infty$.

Let the completion of the space $C_{\phi, 0}[0,1]$ be $C_{\psi, 0}[0,1]$. Then we have the following representation theorem.

Theorem 3.1: $C_{\psi, 0}[0,1]=\left\{g(x)=\sum_{k=1}^{\infty} a_{k}\left(\sum_{v=1}^{k} \frac{x^{v}}{v!}\right): \lim _{n \rightarrow \infty} b_{n}=0\right\}$ is isomorphic to the space $C_{\phi, 0}[0,1]$, where $b=\left(b_{n}\right)=\left(\sum_{v=n}^{\infty} a_{v}\right)$.

Proof: We define an operator
$T: C_{\psi, 0}[0,1] \rightarrow C_{\phi, 0}[0,1]$ by
$\left(b_{n}\right) \mapsto\left(a_{n}\right)=T\left(\left(b_{n}\right)\right)$.

The linearity of T is obvious. Now,
$T\left(\left(b_{n}\right)\right)=g(x)$

$$
\begin{aligned}
& =\sum_{n=1}^{\infty} b_{n} \frac{x^{n}}{n!}=b_{1} \frac{x}{1!}+b_{2} \frac{x^{2}}{2!}+b_{3} \frac{x^{3}}{3!}+\ldots \\
& =\left(a_{1}+a_{2}+a_{3}+\ldots\right) \frac{x}{1!}+\left(a_{2}+a_{3}+a_{4}+\ldots\right) \frac{x^{2}}{2!}+\ldots
\end{aligned}
$$

$$
\begin{aligned}
& =a_{1} \frac{x}{1!}+a_{2}\left(\frac{x}{1!}+\frac{x^{2}}{2!}\right)+a_{3}\left(\frac{x}{1!}+\frac{x^{2}}{2!}+\frac{x^{3}}{3!}\right)+\ldots \\
& =\sum_{n=1}^{\infty} a_{n}\left(\sum_{k=1}^{n} \frac{x^{k}}{k!}\right)
\end{aligned}
$$

Hence T is bijective. Thus T is isomorphism mapping and $C_{\psi, 0}[0,1]$ is isomorphic to $C_{\phi, 0}[0,1]$.

Now for $p \geq 1$ we define new norm on the space $\mathrm{P}[0,1]$ by
$\|g\|_{\psi, p}=\left\{\sum_{k=1}^{\infty}\left\|D^{k} f-D^{k+1} f\right\|_{\infty}^{p}\right\}^{\frac{1}{p}}$.

Let $C_{\psi, p}[0,1]$ be the completion of the space $C_{\phi, p}[0,1]$. Then we have the following representation theorem.

Theorem 3.2: The space $C_{\psi, p}[0,1]=\left\{g(x)=\sum_{k=1}^{\infty} a_{k}\left(\sum_{v=1}^{k} \frac{x^{v}}{v!}\right): \sum_{n=0}^{\infty}\left|b_{n}\right|^{p}<\infty\right\}$ is isomorphic to the space $C_{\phi, p}[0,1]$.

The proof of the theorem follows immediately by using isomorphism operator defined as in the proof of theorem 3.1.

Further, letting $p \rightarrow \infty$ we define new norm on the space $\mathrm{P}[0,1]$ by
$\|g\|_{\psi, \infty}=\sup _{n \geq 0}\left\{\sum_{k=1}^{n}\left\|D^{k} f-D^{k+1} f\right\|_{\infty}<\infty\right\}$. Then we have the following theorem.

Theorem 3.3: The space $C_{\psi, \infty}[0,1]=\left\{g(x)=\sum_{k=1}^{\infty} a_{k}\left(\sum_{v=1}^{k} \frac{x^{v}}{v!}\right): \sup _{n \geq 0}\left|b_{n}\right|<\infty\right\}$ is isomorphic to the space $C_{\phi, \infty}[0,1]$.

The proof is similar to the proof of theorem 3.1.

We, therefore, observe the following sets inclusion relations:

$$
P[0,1] \subset C_{\phi, p}[0,1] \subset C_{\psi, p}[0,1] \subset C_{\phi, 0}[0,1] \subset C_{\psi, 0}[0,1] \subset C_{\phi, \infty}[0,1] \subset C_{\psi, \infty}[0,1]=C_{M}^{\infty}[0,1] 1 \leq p<\infty
$$

Moreover the spaces $C_{\psi, 0}[0,1], C_{\psi, p}[0,1]$ and $C_{\psi, \infty}[0,1]$ are respectively equivalent to $C_{\phi, 0}[0,1], C_{\phi, p}[0,1]$ and $C_{\phi, \infty}[0,1]$. Hence $C_{\psi, 0}[0,1], C_{\psi, p}[0,1]$ and $C_{\psi, \infty}[0,1]$ are Banach spaces with their natural norms.

## 4. Strongly Summation Method

Let $\left(b_{n}\right)$ be a sequence of real or complex numbers and satisfy $\lim _{n \rightarrow \infty} b_{n}=0$. We define a new strongly p - summation method for the sequence $\left(b_{n}\right)$ as
$s_{0, p}=\left|b_{n}\right|=\left(\left|b_{n}\right|^{p}\right)^{\frac{1}{p}}$
$s_{1, p}=\left(\left|b_{n-1}\right|^{p}+\left|b_{n-2}\right|^{p}\right)^{\frac{1}{p}}$
$s_{2, p}=\left(\left|b_{n-2}\right|^{p}+\left|b_{n-3}\right|^{p}+\left|b_{n-4}\right|^{p}\right)^{\frac{1}{p}}$
$S_{k, p}=\left(\sum_{j=0}^{k}\left|b_{n-k-j}\right|^{p}\right)^{\frac{1}{p}}$

We , therefore, obtained a new non negative sequence $\left(s_{k . p} ; k \geq 0\right)$; where $s_{k, p}^{m} \leq s_{k . p} \leq s_{k, p}^{M}$ and $s_{k, p}^{m}$ and $s_{k, p}^{M}$ are the values in decreasing and increasing queuing. Then it is a normed space normed by

$$
\begin{equation*}
\left\|\left(b_{n}\right)\right\|_{H, p}=\sup _{k \geq 0} s_{k, p} \tag{4.1}
\end{equation*}
$$

where H is the generalized strongly summation and p is the p -norm in finite dimensional space .

In particular when $\left\{b_{n}\right\} \in l^{p}, s_{k, p} \rightarrow 0$, as $k \rightarrow \infty$ hence $\left\|\left(b_{n}\right)\right\|_{H, p}<\left(\sum_{n \geq 1}^{\infty}\left|b_{n}\right|^{p}\right)^{\frac{1}{p}}<\infty$.

Now we define the sequence spaces by
$c_{H, p, M}=\left\{\left(b_{n}\right): \sup _{k \geq 0} s_{k, p}<\infty\right\}$,
$c_{H, p}=\left\{\left(b_{n}\right): \lim _{k \rightarrow \infty} S_{k, p}=0\right\}$

These spaces are evidently Banach spaces with their norm as defined in (4.1).

## 5. Conclusions

We have extended the basis function $\frac{x^{n}}{n!}(n \in \mathbb{N})$ in [7] into $\sum_{k=1}^{n} \frac{x^{k}}{k!}(n \in \mathbb{N})$ as a new basis function and introduced a new sequence $b=\left(b_{n}\right)=\left(\sum_{v=n}^{\infty} a_{v}\right)$ where $a_{n} \in\{A, C, T, G\}$ to characterize DNA sequence. We have also established some isomorphism theorems on newly introduced function spaces and obtained some new completion results between the existing spaces in [7]. In future one can find the dual spaces for newly defined function spaces.
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