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Abstract 

Breast cancer is a malignant tumor that originates in the cells of the breast. It is  the second leading cause of 

women’s death, after lung cancer. Moreover, the  availability of medical data facilitates the development of 

related Artificial Intelligence Systems (AIS). The diagnosis (or classification) of breast cancer is a delicate task, 

which requires efficient and robust classifiers. However,  classical classification methods (in which  a single 

basic classifier  ( estimator )) are generally confronted with the “bias-variance” dilemma. This, very often, 

affects seriously their efficiency and robustness. In this article, to mitigate this problem, we propose a new 

learning model called Triple-Stacking. This technique is composed of three (3) methods of statistical learning 

(Logistic Regression, Voting and Stacking) and a meta-learner (Decision Stump). The proposed model 

outperformed the existing ones on two different databases: Breast Cancer Wisconsin Original Data Set and 

Breast Cancer Wisconsin Diagnostic Data Set, with accuracies of  99.57% and 99.64%, respectively. 
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1. Introduction 

Breast cancer is a disease in which the cells in the breast tissue change and divide uncontrollably, usually 

resulting to a mass. The majority of breast cancers start in the lobules (mammary glands) or in the ducts that 

connect the lobules to the nipple [1, 2]. If not diagnosed early, it can lead to death. Breast cancer can be divided 

into two (2) categories: benign (non-dangerous) and cancerous (malignant). Benign tumors grow quite slowly, 

do not invade adjacent tissues and do not spread to different parts of the body [1, 3]. Moreover, it is the second 

leading cause of women’s death, after lung cancer [2, 4]. It  was also observed that the survival rate of this 

disease is strongly influenced by the malignant stage during diagnosis. Therefore, early detection is necessary to 

give legitimate treatment to patients with this scourge and to reduce the rate of sadness and mortality [5]. 

There are several techniques that can be used to distinguish benign breast lesions from malignant lesions that 

will continue to infiltrate other organs. Intelligent automatic prediction systems based on statistical learning 

could improve cancer diagnostic ability and reduce diagnostic errors [6]. Among these statistical methods, the 

best known and most used nowadays are artificial neural networks (although there are different architectures, we 

can mention deep learning which is considered as a form of artificial neural network (ANN)), support vector 

machines and logistic regression. The introduction of statistical learning techniques into the process of medical 

analysis of breast cancer has been shown to have many advantages. It increases diagnostic accuracy, reduces 

costs and human resources [7]. With the traditional statistical methods, one must first come up with a model, test 

it, and then come up with another model. This process is repeated until a sufficiently accurate model is obtained. 

However, an ANN is trained on data by a learning mechanism that acts on the constituents of the network to 

best perform the desired task [8]. The use of support vector machines (SVMs) in medical X-ray processing 

allows a large number of variables to be classified in a non-linear fashion. The separation of variables is 

achieved with maximum margin using transformation  functions (or kernels) which are used to transform the 

data and choose resulted support vectors. The algorithm must be trained on an initial set of patients (data) to 

determine these support vectors, which will then be used on other patients (data) with unknown fates [9]. 

The classification of breast cancer is a difficult task, which requires efficient and robust classifiers. However, 

classical classification techniques, which consist in considering a single basic estimator (classifier), are 

generally confronted with the "bias-variance" dilemma, which often seriously affects their efficiency and 

robustness. To solve this problem, we propose an ensemble technique called Triple-Stacking composed of three 

(3) methods of machine learning (Logistic Regression, Voting and Stacking) and a meta-learner (Decision 

Stump) allowing to combine the basic-learners predictions into a prediction final .  

Our objective is to evaluate the performance of the proposed method in terms of accuracy, precision, recall and 

F1-Score on a breast cancer diagnosis (classification) problem.  

The rest of this paper is organized as follows. Section 2 is about related works. Section 3 presents the 

architecture of Triple-Stacking. Section 4 presents the obtained results and the discussion. Finally, section 5 

concludes the document. 
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2. Review Of Statistical Learning Techniques 

Although there are many statistical learning techniques that can be used to process medical images, we will give 

only a brief review on the techniques that are commonly used in breast cancer detection. 

In [10], breast cancer was detected by using two electronic noses (ENs) to analyze breath and urine samples, 

namely the MK4 and the Cyranose 320 models. The model obtained, i.e. the artificial neural network based on 

the analysis carried out by the MK4 and the Cyranose 320, was able to classify breast cancer patients with an 

average accuracy of over 95%. Using discrete Haar wavelets, Reference [11] have earlier proposed a method 

based on the representation of images. Introduced into artificial neural networks, the images are classified using 

two classifiers, namely the Neural Network Back Propagation (NNBP) with a precision of 59.02% and the 

Radial Basis Function Network (RBFN) with a precision of 70.49%. Based on an artificial neural network, 

Reference [12] have also proposed a computational model which is capable of detecting the presence or the 

absence of abnormalities on a mammogram. The model obtained was proved to be highly performant in the 

detection of breast cancer on a mammogram with a correct recognition rate of 91.66%. 

Reference [5] presented the convolutional neural network improvement algorithm for breast cancer 

classification (CNNI-BCC). Indeed, the sensitivity of the convolutional neural networks (CNN) to radiological 

images prompted the authors to improve CNN. To detect and classify into malignant, benign and normal 

categories, the CNNI-BCC method uses feature-based data extension algorithms (FWDA), convolutional neural 

network-based classification (CNNBS) and interactive detection-based lesion locator (IDBLL). This model can 

be incorporated into wearable devices, such as smartphones. CNNI-BCC achieved an accuracy of 90.50%. In 

order to alleviate the lack of early detection of breast cancer, Reference [13] also proposed a cancer detection 

approach based on convolutional neural networks (CNN). This technique can simultaneously locate and classify 

the mass as benign or malignant on a mammographic image. Ultimately, the model was trained and evaluated 

via mammographic images and achieved an accuracy of 91.86%. 

In [4], statistical learning algorithms such as Support Vector Machine (SVM), decision trees (C4.5), Naive 

Bayes (NB) and K-Nearest Neighbours (K-NN) have been used to classify and predict breast cancer. The 

authors compared the performance of these algorithms using Wisconsin breast cancer  from the UCI machine 

learning benchmark. They were able to show that SVM has the highest accuracy (97.13%) and the lowest error 

rate (2%). 

Ensemble classification techniques have attracted considerable interest in breast cancer research, as they help to 

achieve more accurate diagnosis, prognosis and treatment within relatively short time [14]. In order to improve 

classification algorithms for early diagnosis of breast cancer, Reference [6] proposed a new hybrid ensemble 

technique called nested ensemble (NE). This new approach is used to create an accurate automatic prediction 

model that can classify patients into benign and malignant categories. Furthermore, it allows several ensemble 

methods to be applied at the same time with the aim of improving the performance of the prediction system. The 

final classifier is constructed by combining the results of the generated classifiers. The authors created four (4) 
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nested two (2) layers classifiers based on voting and stacking techniques. The proposed model (SV-Naïve 

Bayes-3-MetaClassifiers) achieved an accuracy of 98.07%. 

3. Proposed Breast Cancer Classification Model 

In this section, we tested many architectural models on the Wisconsin Breast Cancer Database (BD1) to improve 

the best ensemble algorithm for this study. Next, we used 10-fold cross-validation to divide each dataset into ten 

(10) subsets. With the aim of optimizing the best ensemble learning method including Stacking, Voting, 

AdaBoostM1, Bagging and LogitBoost, we used BD1 extracted from the UCI repository [15]. Finally, we tested 

the improved model on another breast cancer database (BD2). 

3.1. Description of the breast cancer database (DB1) 

The database (BD1) used contains 699 clinical cases. Patients are characterized by 11 attributes, 9 of which 

represent clinical cases. The following table shows information about these attributes. 

Table 1: Patient characteristics 

N
o Attributes Definitions 

1 Sample code number Patient identifier 

2 Clump Thickness 1-10 

3 Uniformity of Cell Size 1-10 

4 Uniformity of Cell Shape 1-10 

5 Marginal Membership 1-10 

6 Single Epithelial Cell Size 1-10 

7 Bare Nuclei 1-10 

8 Bland Chromatin 1-10 

9 Normal Nucleoli 1-10 

10 Mitoses 1-10 

11 Class Benign or Malignant  

 

3.2. Evaluation Measures 

We consider the following evaluation criteria: 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑁+𝑇𝑃

𝑇𝑁+𝑇𝑃+𝐹𝑁+𝐹𝑃
× 100   (1) 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
× 100    (2) 

                 𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
× 100    (3) 

𝐹1 − 𝑆𝑐𝑜𝑟𝑒 =
2×(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛×𝑅𝑒𝑐𝑎𝑙𝑙)

(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙)
   (4) 

where:  
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 Accuracy is the ratio of the correctly classified samples (examples) to the total number of presented samples 

(examples) . 

 Precision is the ratio of the number of true positives (TP) to the sum of true positives (TP) and false 

positives (FP). A value of 1 expresses that all samples classified as positive were actually positive. 

 A Recall of 1 means all positive samples were found. 

 F-Measure: this quantity makes it possible to group the performance of the classifier (for a given class) into 

a single number. 

For a given class, a classifier and a sample, four cases can arise: 

 The sample is of this class, and the classifier was not mistaken: it is a true positive (TP); 

 The sample is of this class, but the classifier predicts that, it is false: it is a false negative (FN); 

 The sample is not of this class, but the classifier assigns it anyway: it is a false positive (FP); 

 The sample is not of this class, and the classifier does not place it in this class either: it is a true negative 

(TN). 

3.3. Proposed model 

The table 2 below shows the components of some tested models : 

Table 2: Examples of some tested architectures 

Models Classifiers Meta-Classifiers 

Stacking SMO, Multilayer Perceptron (MP) C4.5 

Stacking SMO, Multilayer Perceptron (MP) Decision Stump 

Voting SMO, MP  

AdaBoostM1  Decision Stump 

Bagging  Decision Stump 

LogitBoost  Decision Stump 

According to our simulations, the ensemble stacking method obtained the best performance, so it will be 

optimized in order to create a robust model for the binary classification of breast cancer (normal and abnormal 

patient). We used Decision Stump as Meta-Classifier . To improve the performance of the classifier, we applied 

the k-cross validation technique (k=10) because the dataset  used is small. Below are the components of the 

proposed method (Triple-Stacking): 

Table 3: The components of Triple-Stacking 

Proposed model Classifiers Meta-Classifier 

     Triple-Stacking Logistic Regression, Vote and Stacking Decision Stump 

We have tested many architectural models in order to choose the best of them. Figure 1 shows the  architecture  

of the proposed model: 
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Figure 1: Triple-Stacking 

In order to improve the early classification of breast cancer, we proposed a new ensemble method called Triple-

Stacking. This technique combines two  learning methods, namely stacking and voting (each of these models 

uses logistic regression as a weak learner). Finally, for each combination of predictions, we used Stacking and 

Decision Stump as the Meta-Classifier. 

4. Results and Discussion 

This part presents the results of the proposed model on two (2) different breast cancer datasets. Ensemble 

techniques are methods of combining two (2) or more models to design a single effective model. Since our 

problem falls into the category of statistical classification problems, some error measurement parameters were 

evaluated. Table 4 shows the confusion matrix and Table 5 shows the performance of Triple-Stacking. 

Table 4: Confusion Matrix 

456 2 

1 240 

 

Here is the meaning of the different values of the confusion matrix or error matrix of Table 4: 

 True positive (TP) = 456; which means that 456 positive class data points were correctly classified by the 

model. 
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 True Negative (TN) = 240; which means that 240 negative class data points were correctly classified by the 

model. 

 False Positive (FP) = 2; which means that 2 negative class data points were incorrectly classified as 

belonging to the positive class by the model. 

 False negative (FN) = 1; which means that 1 positive class data points was incorrectly classified as 

belonging to the negative class by the model. 

Table 5 shows the accuracy, precision, recall, and F-measure of the proposed model: 

Table 5: Performance of the Triple -Stacking method on the BD1 

       Performance parameters                       Triple-Stacking 

Accuracy         99.57% 

Precision         99.56% 

Recall         99.78% 

F-Measure         99.67% 

 

In order to verify the robustness of the model (Triple-Stacking), it was evaluated on   another breast cancer 

database (BD2) extracted from the UCI repository [16]. This dataset  describes the characteristics of the cell 

nuclei present in the image. It contains 569 clinical cases. Here is the information from this dataset: 

 Number of instances: 569 

 Number of attributes: 32 (ID, diagnostic, 30 actual-valued input characteristics) 

 Breakdown of classes: 357 benign, 212 malignant 

Table 6 shows the accuracy, precision, recall and F-measure of the proposed model on the BD2 breast cancer 

database.  

Table 6: Performance of the Triple-Stacking method on BD2 

Proposed Model  Triple-Stacking 

Accuracy 99.64% 

Precision 100% 

Recall 99.44% 

F-Measure 99.71% 

 

Tables 5 and 6 show that the proposed model performs well on  the two (2) breast cancer databases (DB1 and 

DB2). According to this study, it can be concluded  that the proposed model  (Triple-Stacking) is robust. 
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Our study presents a new approach to ensemble learning. To obtain a better accuracy for breast cancer 

classification, we used three (3) machine learning (or statistical learning) methods: Logistic Regression, Voting 

and Stacking. Here are the essential steps of Triple Stacking: 

 The first block of Stacking is composed of a single set method called Stacking. This block uses Decision 

Stump as meta-classifier. 

 The second block of Stacking is composed of two (2) ensemble techniques (Stacking and Voting). For this 

block, the ensemble algorithms each use a single classifier, in particular Logistic Regression. Additionally, 

the Stacking sub of Stacking in the second block uses Decision Stump as a meta-learner. This block uses 

Decision Stump as a meta-classifier in order to combine  the  predictions from Stacking and Vote. 

In this research, we tested several ensemble classifiers in order to choose and optimize the best technique among 

several  Artificial Intelligence algorithms namely  Stacking, Vote, AdaBoostM1, Bagging, LogitBoost, Support 

Vector Machine (SMO), Artificial Neural Network (ANN), Decision Tree (C4.5) and others. We chose to 

optimize Stacking for the classification of breast cancer. 

We conducted the experiments on two (2) data sets (Breast Cancer Wisconsin Original Data Set and Breast 

Cancer Wisconsin Diagnostic Data Set) and the 10-fold cross-validation technique is used for the evaluation of 

the proposed model (Triple-Stacking ). 

Table  7 shows the accuracies obtained by the proposed method (Triple-Stacking) and other techniques from the 

literature, on  two (2) databases. 

Table 7: Comparative study between Triple-Stacking and the techniques from our literature review 

 BD1 BD2 

[17]  99.02% ------- 

[18] 97.51% ------- 

[19] 96.71% ------- 

[20] 97.36% ------- 

[21] 98.57% ------- 

[22] 99.2% ------- 

[23] ------- 97.7% 

[24] ------- 99.42% 

[25] ------- 99.03% 

[6] ------- 98.07% 

[26] ------- 98.40% 

Triple-Stacking (Proposed method) 99.57% 99.64% 
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We compared our technique with the existing machine learning methods (literature review) in terms of 

Accuracy. Results  demonstrate that Triple-Stacking outperforms existing ensemble techniques (Stacking, Vote, 

AdaBoostM1, Bagging and LogitBoost) and state-of-the-art methods in this study (SVM, …). 

Triple-Stacking achieved an Accuracy of 99.57% on the first dataset  (DB1 Breast Cancer Wisconsin Original) 

and 99.64% on the second dataset   ( DB2 Breast Cancer Wisconsin Diagnostic). 

The formation of Triple-Stacking takes time compared to other existing models including Stacking. It has not 

been tested for multi-class classification and this model is tested on small database sizes. The accuracy of our 

model comes from the combination of existing models like Stacking (this method combines several classifiers 

using the Stacking method) [27], the Vote (forms various basic models and predicts based on the aggregation of 

results of each basic model) [28] and Logistic Regression (models the probability of an event occurring by 

making the logit function of the event a linear combination of one or more independent variables.  Therefore, 

the Logistic Regression model is set up to ensure that whatever estimate of risk we get, it will always be some 

number between 0 and 1 ) [29, 30]. 

5. Conclusion 

This article has shown the importance of combining statistical learning methods in order to diagnose (or 

classify) breast cancer. This work also consists in evaluating ensemble learning techniques on two breast cancer 

datasets . These techniques made it possible to classify breast cancer into two (2) classes (malignant and benign) 

using  two (2) databases (DB1 and DB2). The model obtained (Triple-Stacking) achieved an accuracy of 

99.57% on  the first dataset (DB1) and 99.64%  on  the second dataset (DB2). Ultimately, the obtained results 

surpassed the state of the art. 

Our future work focuses on: 

 Image processing, in particular mammographic images. 

 The development of a complex deep learning model applied to mammographic images to classify normal 

(benign tumor) and abnormal (malignant tumor) patients. 

 The deployment of the Triple-Stacking model to facilitate the diagnosis of breast cancer for healthcare 

professionals. 
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