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Abstract 

This study maps and analyzes the academic literature regarding the stock price forecast with multi layer 

perceptron artificial neural networks, through bibliometric analysis and systematic review. The adoption of these 

methods requires the use of RStudio, VOSViewer and Rank Words software. In the bibliometric analysis, its 

main laws are verified [1,2,3]. As a result of the bibliometric analysis, the most frequent keywords are forecast, 

model(s), neural network and market, and most authors are associated with institutions located in China. 

Concerning the systematic review results, research on the different training methods, as well as the different 

data pre- and post-processing models are urgent, as they may reduce risks and maximize investors' returns. As 

for the directions for new research, further studies are suggested on the different models and architectures of 

multi-layer perceptron artificial neural networks, associations with other statistical and intelligent models, and 

research focusing on specific market segments, such as industry, energy and civil construction. 

Keywords: Stock price forecast; Multi layer perceptron; Back propagation; Bibliometric analysis; Systematic 

review. 

1. Introduction 

The financial market is characterized by being a dynamic, complex and non-linear system, with intense data, 

noise, non-stationary, unstructured nature and with a high degree of uncertainties [4]. Because so many factors 

interact simultaneously, such as political events, macro and microeconomic conditions and investor´s 

expectations, predicting these movements is a very challenging task.  
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The increasing role that the stock market plays in the world economy stimulates the development of research 

focused on the construction of theories involving the theme of stock price forecasting, and accurate methods are 

crucial for the investors' portfolio management. Assessing expected returns relative to total exposure assumes 

that portfolio managers understand the portfolio distribution. Experts can model the influence of tangible assets 

in relation to market value, but not of intangible assets, such as rights, experiences or brand value. An important 

ally in trying to minimize risk in relation to exposure, artificial intelligence and machine learning with their 

neural networks have taken a great leap in quality in recent decades, improving detection, diagnosis, prediction 

and problem solving [5]; that is because in this market, future events are at least partially dependent on past 

events and data [11], and not completely random. 

Perhaps, the most common type of neural network [21] is the multi layer perceptron (MLP), which is a feed-

forward neural network, formed by two or more layers of neurons. It is a type of artificial neural network (ANN) 

applied in several fields, having obtained successful results in predictions. The reason why this model is chosen 

for this study, among many others available, is that, according to the conclusions of recent studies [11], MLP is 

an ANN method providing flexible and consistent results. This being so, this study aims at mapping and 

analyzing the published academic literature on stock price forecasting, by using multi layer perceptron artificial 

neural networks. For such, a bibliometric analysis and a systematic review of the literature on the subject are 

carried out, during the period from January 1, 1945 to March 28, 2021, with a final sample of 26 articles. 

Bibliometric analysis refers to quantitative analysis, which is developed through counting frequencies and co-

citations. The systematic review, a qualitative analysis, considers the correlation between more significant 

themes, although still little studied by the academy. The research base used comes from the Web of Science 

(WoS) database, and both the bibliometric analysis and the systematic review require the use of R, RStudio, 

Biblioshiny, VOSViewer and Rank Words software. In the bibliometric analysis, the verification of the main 

laws is adopted [1,2,3]. 

The literature review is presented in item 2, with the identification of theories and methods for stock price 

forecast with multi layer perceptron artificial neural networks, mentioned in the papers of final sample. The 

bibliometric analysis and systematic review methodologies are described in item 3 and, in item 4, the results of 

both methodologies are reported, with descriptive statistics of the most relevant characteristics of the papers in 

final sample and the knowledge gaps on this topic. Item 5 presents the conclusions, directions for future studies 

and limitations of this research. 

2. Materials and methods 

The environment in which this study focuses, the one of stock market, is quite noisy and non-linear, but with not 

totally random movements [30]. The fluctuation of the daily closing prices of a company's shares is strongly 

influenced by certain predictors recorded over time, such as the volume of transactions, the number of shares, 

the price range or the daily exchange rate, for example [31]. In this context, researches with ANN and learning 

algorithms are quite adequate, as they demonstrate the ability to retain previously learned information and to 

acquire additional knowledge when new data are introduced [4]. Neural networks mimic the way the human 

brain works. MLP is a supervised learning algorithm capable of learning from a training dataset. Given a set of 
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resources and a target output, MLP can learn a nonlinear function for regression. The difference between classic 

multiple linear regression and MLP for regression is the number of non-linear layers, also known as hidden 

layers [5].  

MLP ANNs have been being widely applied to supervised learning problems [18], and in particular, they offer 

excellent performance in predicting stock market index values [19]. This is because they are algorithms whose 

most striking feature is extracting non-linear and hidden relationships from the data. MLP ANNs are neural 

networks that feed-forward with units connected to each other, called neurons. These sensory units are 

organized into input layers, an arbitrary number of hidden layers of processing units (perceptrons) and output 

layer [11]. The input layer is fed by external information and transfers them, through connections, to the units of 

the first hidden layer. The latter ones calculate their activations on the information and pass the results to the 

units (neurons) of the following layers [32]. The network has to be trained to produce the correct output with 

minimal error [23]. The training itself consists of two phases, the forward and backward calculation pass. In the 

forward pass, external information (the so-called training vectors) are introduced into the network and their 

responses are obtained. These responses are combined with the information provided (that is, the target vectors 

indicate the optimal response for each training vector), in order to define the network error in relation to a loss 

function. This error is then propagated back to the neural network and used in the reverse pass direction, to 

update the weights, the network parameters, that is, the cycle is repeated and the weights are adjusted 

continuously until the error is minimized [23], that is, reducing the mean square error between the network 

prediction output and the target output. 

This is achieved by exploring the differentiable property of the neuron activation functions, following a 

descending gradient learning approach, called error back-propagation [21], with the accumulated information 

being propagated in the network up to the output layer. In short, the model is trained to learn the correlations 

between inputs and outputs and enabled to adjust parameters, weights and bases, from time to time, in order to 

minimize errors in the training process [18]. If the learning curve stabilizes, after many iterations, at an error 

level not considered as acceptable, it is the time to rethink on the network topology (more hidden layers or a 

totally different topology) or on the training procedure (another gradient search with more sophisticated 

techniques). 

In this context, designing a good network architecture for the studied problem is not a simplistic task. The 

number of layers, of neurons per layer and the selection of activation functions directly affect the model 

performance. The refinement process may be time consuming [33], as there is no formal method to derive an 

MLP network configuration for a given classification task, nor a direct method to find the best suited final 

structure to the modeling process. This is necessarily done through the performance of iterative tests, with 

several parameters, different architectures, in which only the most assertive structure is kept. The information 

quality with which the network is fed, as much or more, is reflected in the accuracy of the output layer response. 

The selection of information that will be provided to the input layer is a key factor in an intelligent decision 

system design, because even the best model will have a poor performance if the resources are not well chosen. 

Specific methods shall be used in selecting the really relevant information [5]. 
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2.1. Methodology 

The purpose of this study is to answer the question – using multi layer perceptron artificial neural networks, can 

we obtain reliable stock price forecasts? To do so, the 7 steps described below are implemented. Steps 1 to 5 

meet both the bibliometric analysis and systematic review methodologies, and steps 6 and 7 refer to the 

systematic review. 

Step 1 – Choosing the database. Sample articles are sourced from WoS, the world's leading citation database. It 

contains records of papers published in high impact factor scientific journals, classified by the Journal Citation 

Reports (JCR).  Step 2 - Usage of initial research parameters from WoS, for the period from January 1, 1945 to 

March 27, 2021. 86 papers are identified, based on the keyword variations, such as stock, market, multi layer 

perceptron, forecast, predictive, regression, supervised, learn and back propagation. Exclusions are performed 

by applying filters in WoS itself, resulting in an intermediate sample of 35 papers, as shown in Table 1. 

Table 1: Sample evolution through WoS´ filters. 

Sign Description Articles 

  Keywords like: "stock* market*" and "MLP" or "stock* market*" and "multi-layer 

perceptron" or "stock* market*" and "multi layer perceptron" or “forecas* stock*” and 

“MLP” or “forecas* stock*” and “multi-layer perceptron” or “forecas* stock*” and 

“multi layer perceptron” or “predictiv* regression*” and “MLP” or “predictiv* 

regression*” and “multi-layer perceptron”  OR  “predictiv* regression*” and “multi 

layer perceptron”  OR “supervis* learn*”and “multi-layer perceptron*” and 

“backpropagation” 

  

    

    

( + )      86 

    

  
  

( - ) Type of document: other than “articles”       44 

( - ) Language: other than “English”       1 

  WoS´categories: other than “computer science artificial intelligence”, “computer 

science theory methods”, “computer science information systems”, “computer science 

interdisciplinary applications”, “computer science hardware architecture”, “computer 

science software engineering”, “multidisciplinary sciences”, “economics”, “business 

finance”, “mathematics interdisciplinary applications”, “operations research 

management science”, “management”, “mathematics”, “social sciences mathematical 

methods”, “engineering multidisciplinary” 

  

    

( - )       6 

    

  

  

( = ) Intermediate sample      35 

 

Step 3 - Exclusion of unrelated papers. After the initial reading of the papers´ abstract, introduction and 

conclusion - to verify if they are in accordance with the defined theme - 09 out of the 35 papers in the 

intermediate sample are excluded. The reasons for these exclusions are because they are not related to stock 

price forecast, but to forecast of companies´ bankruptcy (02), to Bitcoins price forecast (01), to exchange rate 
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forecast (01), to sigmoid calculation (01), to physical temporal analyses (01), to advanced supervised learning in 

multilayer perceptrons (01), or for not being available in the researched sources (02). Thus, the final sample 

consists of 26 papers [6,7,8,9,10,11,12,13,14,15,16,17,18,19,20,21,22,23,24,25,26,27,28,29,30,31]. Step 4 - 

Database creation and papers´ collection. The 26 articles in the final sample are obtained through the following 

academic research bases: Science Direct, Web of Science and Google Scholar. From this, the following 

information are collected to capture the paper´s general data: title, author's name, affiliated institution and 

authors/researchers´ country of origin, journal name, volume and issue number, initial and final page, year of 

publication, country of data source and number of years of sample data, keywords, Digital Object Identifier 

(DOI), Journal of Economic Literature (JEL) and number of citations of articles in the WoS´ database. 

Step 5 – Bibliometric analysis. By using the R, RStudio, Biblioshiny and VOSviewer software, papers´data are 

analyzed for the concoction and analysis of tables and relationship/co-citation maps. The analyses performed by 

these tools are complemented by the verification of the main laws of bibliometrics, (i) Zipf 's law [1], which 

refers to the keyword frequency´s categorization and estimation, carried out with the help of Rank Words 

software for Goffman 's T point calculation [32], which is the transition point from low-frequency words to 

high-frequency words, a region that, theoretically, concentrates the words with high semantic load, (ii) 

Bradford's law [2], which verifies the journals producing many papers, as opposed to those producing few 

papers on a given topic, and (iii) Lotka's law [3], which identifies the researchers who have the highest 

frequency of production in a given knowledge area. Step 6 - Papers´ reading and coding. It deals with the 

identification of the objectives, sample, methods and contributions of the articles. In addition, they are classified 

and coded into structured categories and subcategories, as shown in Table 2. Each of the 10 categories has its 

own subcategories and a single article may be classified into more than one subcategory.  

Table 2:  Matrix of (sub) categorization. 
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Step 7 – Systematic review. After coding the matrix of (sub) categorization in Table 2 from the 26 papers in the 

final sample, the frequency count of the subcategories is performed to make the identification of knowledge 

gaps easier. From there, these gaps are compared to the subcategories of Category 10 - Directions for future 

studies, to obtain gaps subject to new studies.  

3. Analysis of results 

The bibliometric analysis results are presented in item 3.1, mentioned in Step 5 of the Methodology. In item 3.2 

are the results of the systematic review, with descriptions in Steps 6 and 7 of item 2.1. 

3.1 Bibliometric Analysis 

According to Figure 1, the final sample is composed of 26 articles, distributed between the years 2005 and 2021, 

obtained from the WoS database, and in this period, the publication of up to 5 papers per year, dealing with the 

stock price forecast theme using MLP ANN.  

 

Figure 1: Annual distribution of articles 

Among the 69 keywords identified in the 26 articles in the final sample of the study, prediction (10.1%), model / 

models (7.2%) and neural network (5.8%) stand out.  

Based on the analysis of all articles in the final sample, Rank Words software provides a list of words in 

descending order of frequency. From this base, the words that are repeated only once are identified to calculate 

the Goffman´s T point [32]. Then, the words above the classification indicated by that point are located. In the 

26 articles, this point varies between 43.75 [5] and 25.08 [22], with an average of 35.31. Once the Goffman´s T 

point [32] of each article has been calculated, to analyze the region, in which the most adherent words to the 

main theme of the text are located, is possible. Next, those words that are not relevant to the study are excluded, 

such as prepositions, definite and indefinite articles, pronouns and adverbs, and the words having the highest 

frequency are classified.  In article [8], the word model has the highest frequency, that is, it is repeated 295 

times in a text with 12,315 words. In addition, it appears that the word model is the most cited, in 06 of the 26 

(23%) articles in the final sample. Words such as stock, data, forecasting, trading, regression, prediction, neural, 

networks, market, interval, index, efficiency and algorithm also have high frequency, in the 20 (77%) other 
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articles in the final sample. Also, 56 authors are identified for the final sample with 26 articles, and among them, 

only 5 publish individually. These 56 authors are associated with institutions from 16 countries, with 17 of them 

(30%) being associated with institutions located in China, 6 (11%) with Turkish institutions, 4 (7%) Brazilian, 4 

(7%) Indian, and the rest, distributed among Egypt, the Czech Republic, Thailand, Denmark, Finland, South 

Africa, United Arab Emirates, Iran, Poland, Romania, Bahrain and Lebanon. Out of the 219 total citations, 77 

(35%) are from articles written by authors associated with institutions located in Brazil. The other citations are 

from authors who are associated with the following countries: Bahrain 40 (18%), India 26 (12%), China 18 

(8%), Turkey 18 (8%), Iran 16 (7%), Egypt 4 (2%), Lebanon 4 (2%), South Africa 3 (1.4%), United Arab 

Emirates 3 (1.4%), Czech Republic 2 (0.9%), Thailand 2 (0.9%), Finland 2 (0.9%), Poland 2 ( 0.9%), Denmark 

1 (0.5%) and Romania 1 (0.5%). Bradford's law [2] verifies that there are few journals producing many papers 

and many journals producing few papers on a given topic. Thus, if journals are classified in descending 

productivity order, they may be distributed in zones having a variation in the ratio 1: n: n², and so on. These 

zones are formed by dividing the total of published articles by two. Zone A is identified as the core of the 

subjects, composed of a journal with two publications, in zone B there are journals with only one publication. 

8% of the publications on the theme of stock price projection with multi layer perceptron neural networks are in 

zone A and this percentage is limited to only one academic journal, the Shams Engineering Journal, with an 

individual amount equal to 2. About the co-citation network among the journals in the final sample of 26 

articles, the most cited are the journals Expert Systems With Applications with 20 co-citations; Econometrics 

and Neural Computing and Applications with 11 co-citations each; Physica A, Neurocomputing and Applied 

Soft Computing, with 10 co-citations each. This fact demonstrates that the journals publishing the most on a 

given topic are not, necessarily, the most cited, emphasizing the importance of the papers. The size of the nodes 

indicates the relevance of these words in the articles, the thickness of the lines is related to the connections 

strength between them, and the colors separate the groups. Among the papers on the topic of stock price forecast 

with multi layer perceptron neural networks and their citations, the article by Maia and Carvalho [20] stands out, 

with 51 (23%) of the citations and an annual average of 4.636. The article presents three approaches for 

forecasting time series, which are based on MLP neural networks, Holt´s exponential smoothing methods, and 

on a hybrid methodology combining the MLP and Holt models, respectively. The second and third most cited 

papers are those by Mostafa [23] and by Araujo and Ferreira [7], with 40 (18%) and 26 (12%) citations, 

respectively. Lotka 's law [3] states that a small number of authors produce many papers and that the production 

obtained by this small number of researchers is equal, in quantity, to the performance of the others. This theory 

is called the Inverse Square Law. It appears that the 26 papers in the final sample are produced by 56 authors, 

and one author publishes 4 papers, two authors publish 3 papers and the other authors publish a single article. 

20% of the authors (including those who publish the most) are responsible for 29% of the publications, however, 

there is not a smaller number of researchers equaling, in quantity, the performance of the others, making Lotka 

's Law [3] impossible to be confirmed. 

3.2 Systematic review 

The systematic literature review seeks to identify knowledge gaps related to the topic of this study – stock price 

forecast with multi layer perceptron neural networks. In Step 6 of Item 2.1 – Methodology, a matrix of (sub) 

categorization is defined – see Table 2. For each of the 26 papers in the final sample, there is the identification 
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of up to 3 subcategories per category. Thus, the frequency count is made in relation to the total of the 

subcategories, and not to the total of the 26 papers. Figure 2 highlights the subcategories with most and least 

frequency – those having the potential to be prioritized in future research. In category 1, the theme of stock price 

forecast with MLP ANN (A) is central to 23% of the papers analyzed, and these researches differ from each 

other in terms of their refinement methods and architectures. This is because there is no standard method to find 

the most suitable final structure for the modeling process, so, iterative tests are performed, with different 

amounts and qualities of input information, because even with the best architecture, performance will be 

compromised, if input features are not well selected. Furthermore, the number of layers and neurons per layer 

also vary, and all of this is directly reflected in the assertiveness of the output layers' responses. The stock price 

forecast with other ANNs and results compared to MLP ANN (B), is the theme of 35% of the papers, and there 

are also an additional 12% studying both the stock price forecast with MLP ANN and with other ANNs, and 

they compare these results (A+B). There is also the opportunity of studying stock price forecast through hybrid 

models, with MLP ANN and other neural networks, as shown by 19% of the studies. Category 2 indicates that 

35% of the papers focus their research methods on ANN, which are computational techniques presenting a 

mathematical model inspired in the neural structure of intelligent organisms (A), another 35% combine, as a 

research method, ANN and statistical models for time series (B), such as ARMA, ARIMA, GARCH, and 23% 

use other research methods (C). There are also 8% that combine ANN, statistical models for time series and 

other research methods (A+B+C). As for the neural networks used in the research, category 3 also has combined 

subcategories. Thus, 58% of the papers use MLP artificial neural networks (A), 15% use, in addition to MLP 

ANN, the LSTM (A+B), which is an artificial recurrent neural network used in the field of deep learning, which 

can process not only individual data points, but also entire data sequences. 8% combine ANN and other neural 

networks (A+E), and 8% combine MLP, LSTM and CNN (A+B+D). Regarding the theories supporting stock 

price forecast with MLP ANN, category 4, the random walk dilemma theory (A), mentioned in 3 papers (12%) 

and its association with stock market volatility theories, mentioned in one paper (4%, A+B) stand out. The other 

papers do not mention the theories associated with their objectives or hypotheses. The random walk dilemma 

theory, or random walk hypothesis, mentioned in 3 articles, is a statistical phenomenon, according to which 

variables move randomly. The random walk theory applied to trading was introduced by Burton Gordon 

Malkiel, in his book A Random Walk Down Wall Street, in 1973 [34], and it states that stock prices move 

randomly, and therefore, any attempt to predict these prices is useless. The stock market volatility is studied, in 

particular the relationship between price and volume traded [46], which are the result of a single mechanism. 

Based on these results, to state that the supply and demand theory is useful in the stock market analysis [36] is 

questionable. In category 5, types of analyzed data, 62% of the papers fall into the subcategory using daily stock 

closing prices as the main data source for the studies, 15% use opening and closing prices, highest and lowest 

prices and traded volume, 8% use daily opening and closing prices of stocks and 4% use daily closing of stock 

price index. Variations in the types of analyzed data are directly related to the origin, objectives and depth of 

each of researches. 
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Figure 2: Analysis of (sub) categories to identify knowledge gap. 

Notes:  Subcategory with most frequency in each category                                                

Subcategory to be prioritized in researches 

As far as the data origin is concerned, category 6 demonstrates dispersion in its subcategories. 23% of the data 

originate from Asia/Oceania (C), 15% originate from the United States and Canada (A), and this percentage is 

repeated for Europe (B), and the United States, Canada, Europe, Asia and Oceania (A+B+C), demonstrating that 

the studies focus especially on developed countries. Thus, there is great opportunity for investigations with data 

from Latin America and Africa. Concerning the period of analysis, category 7, the subcategories up to 5 years 

(A), 06 to 10 years (B) and over 10 years (C) are distributed equally, with a frequency of 31% each. Category 8 

concludes that 100% of the papers present new perspectives or new conclusions, no article presents similar 

conclusions to previously presented works. Furthermore, according to category 9, 100% of the papers confirm 
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the main objective of their studies.  Finally, category 10 indicates the directions for future studies or knowledge 

gaps - according to the perspective by the authors of the 26 papers in the final sample. In 15% of the 

subcategories, the authors suggest carrying out studies on stock price forecast with other ANN models (B). 27% 

suggest carrying out tests with other MLP ANN models, added to other ANN models (A+B). 12% suggest 

adding to this, the assessment of other stock price forecasting models (A+B+C). 

From the above, the main aspects to be investigated in future studies, related to the theme of stock price forecast 

with MLP ANN are highlighted: a) different architectures and processes of data selection in MLP, i.e., quality of 

input data, of the number of layers, of neurons per layer and of output layers different from those already 

researched; b) the sum of the MLP ANN results to other ANN models and/or to other stock price forecasting 

models; c) combine the study of the daily stock closing prices and the variations and the relationships among the 

opening, the highest and the lowest prices, the volumes traded and the stock price indices; and d) data from the 

Latin American and African markets. Regarding the main theme/focus of the study, subcategory A - Stock price 

forecast with multi layer perceptron - is present in 23% of the analyzed subcategories. Stock price forecast with 

other artificial neural networks, and results compared to MLP ANN, category B, present in 9 (34.6%), Stock 

price forecast with combined neural networks, including MLP, category C, present in 5 (19.2%) and other 

combinations of analyses, in 6 (23.1%) of the sample. As for the research methods, there is a predominance of 

subcategory A - Neural networks (34.6% or 9 occurrences) over the other research methods present in the 

sample articles. The other articles also present analyses based on neural networks, but combined with statistical 

analyses of time series (A, B: 34.6% or 9 occurrences), or even with other research methods. Among the neural 

networks used in the research, subcategory A – MLP is the most present, occurring separately in 15 (57.7%) of 

the samples, and jointly, in another 10 (38.5%). Regarding the theories related to the objectives of the articles, 

the data analyzed with greater concentration refer to subcategory A - Random Walk Dilemma Theory, with 3 

isolated occurrences and 1 occurrence together with subcategory B - Combination theory. The remaining 22 

articles in the sample do not mention the theories related to their objectives. The types of data analyzed with the 

highest concentration are those of subcategory A - Daily stock closing prices (61.5%), C - Opening and closing 

prices, highest and lowest prices and traded volume (15.4%). Subcategories B, D and E concentrate the other 

types of analyzed data. The data originate more concentrated in Asia/Oceania (23.1%), followed by data from 

the United States/Canada (15.4%) and from Europe (15.4%). However, noteworthy is that there are studies in a 

relevant volume (46.2%) including combined data from more than one of these regions. As regards the period of 

analysis of the studies´ data sample, 30.8% of the data belong to subcategory A - Up to 5 years, the same 

percentage for categories B - From 06 to 10 years and for category C - More than 10 years. Only 7.7% do not 

indicate the period of analyzed data. Directions for future studies: 38.5% of the papers exclusively recommend 

the examination of different ANN training methods, 11.5% recommend associating different ANN training 

methods with the evaluation of different models of pre and post data processing, 7.7% recommend associating 

different ANN training methods with other statistical and intelligent models, and 34.6% do not mention any 

direction for future studies. 

4. Conclusion 

The stock market is intense in dynamics, noise and uncertainties, an environment where companies, politics, 



International Journal of Sciences: Basic and Applied Research (IJSBAR) (2021) Volume 60, No  5, pp 62-77 

74 
 

economy and investors interact. Since so many factors relate at the same time, stock price forecast is a very 

complex task. MLP is an ANN method providing flexible and consistent results, and above all, it is successful in 

forecasting. The complexity in this process is inserted in the identification of the most adequate architecture and 

variables, so that the learning curve stabilizes after the iterations at an error level considered as acceptable, 

otherwise, it is time to rethink about the network topology (more hidden layers or an entirely different 

architecture) or on the training procedure (another gradient research with more sophisticated techniques). 

Considering the scarcity of research on the subject, this study performs a bibliometric analysis and a systematic 

literature review, regarding stock price forecasting with MLP ANN. As a result, there is the identification of 

knowledge gaps to be filled by a proposal for a future research agenda related to this topic. 

The initial sample consists of 86 papers, which after adopting the exclusion criteria mentioned in item 3, 

Methodology, is reduced to 26 final studies, obtained from the WoS database. Bibliometric analysis presents 

quantitative data through graphs, relationship maps and tables on the bibliometrics´ main dimensions and laws, 

namely: keywords – Zipf's law [1], journals - Bradford's law [2] and authors – Lotka's law [3]. These checks 

take place through RStudio, Biblioshiny, VOSviewer and Rank Words software. In turn, the systematic review 

identifies the frequency of (sub) categories defined for the final sample. Its verification allows the perception of 

what combinations of subcategories are feasible for future investigations. 

As a result of the bibliometric analysis, the words forecast, model (s), neural network and market are the most 

used. 56 authors are responsible for the 26 articles analyzed, and 17 of them (30%) are associated with 

institutions based in China. The journal that stands out the most in the final sample is ain Shams Engineering 

Journal, and the most cited article is by Maia and Carvalho [20], with 51 citations and annual average of 4.636. 

In it, the authors empirically investigate the daily stock closing prices of 15 companies, traded on the B3 

(Brazil) and Nasdaq (United States) stock exchanges, and their experiments suggest that MLP, Holt and a hybrid 

model may be successfully used to forecast financial time series. Finally, it appears that 20% of authors are 

responsible for 29% of publications, making Lotka's Law impossible to be confirmed. With regard to the 

systematic review, the analysis is performed by identifying the frequency of the subcategories described in 

Table 2. For stock price forecasting with MLP ANN, research on the different training methods and on the 

different models of data pre and post processing are urgent, as they can reduce risks and maximize returns for 

investors. Another concern refers to obtaining data for inputs in the evaluation models. The scarcity of reliable 

data outside the stock exchanges of developed countries leads to the restriction of studies beyond these markets. 

Regarding the paths for future research, the authors emphasize the recommendation for examining different 

MLP ANN training methods and their associations to other statistical and intelligent models. 

As far as the limitations of this study are concerned, the obtained results are restricted to the selection criteria 

defined in item 3, Methodology, and to the articles made available by WoS. Thus, for the evolution of this 

research, more detailed studies on stock price forecasting with MLP ANN are suggested, under the scope of its 

different architectural models, associations with other statistical and intelligent models, and research focusing on 

market´s specific segments, such as industry, energy and civil construction. 
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