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Abstract

Hospital surveillance programs focus mainly on detecting warning signs and epidemic events. Control charts are important quality control tools and are recommended for monitoring and improving a process. The aim of this article is to evaluate the role of the tabular cumulative sum control chart as an auxiliary tool to identify the onset of epidemics of multidrug-resistant bacteria in the intensive care unit for adults at the University Hospital of Brasilia, Brazil. A retrospective study is performed on the frequency of multidrug-resistant bacterial epidemics. Days between positive cultures are statistically analysed. Cumulative sum control charts are described and applied. The six most prevalent bacterial species are studied.

* Corresponding author.
E-mail address: osiris@unb.br.
Cumulative sum control charts for methicillin resistant *Staphylococcus aureus* and *Klebsiella pneumoniae* are selected to illustrate situations in which the chart highlights possible changes in the state of the epidemic process. Special attention is given to the ability of the Cumulative sum control chart to identify how many periods it takes for an epidemic event to become an epidemic signal, with the aid of a counter named N. This counter gives indication of the period when the anomaly probably begins. The results indicate that analysis with the cumulative sum control chart is useful in providing warning signals of multidrug-resistant bacteria epidemics. The occurrence and spread of outbreaks, however, also depend on the immediate action by surveillance staff when a signal has been generated by the control chart.
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1. Introduction

After the pioneering work of Shewhart [1] introducing and developing control charts, Page [2] introduced the cumulative sum (CUSUM) schemes. Many authors, see [3:29], extended Page’s theory for a number of distributions. In 1985, Lucas [4] described the design and implementation procedures for count data CUSUM control charts based on the family of exponential distributions. Already in 1997, O’Brien & Christie [5] stated that “CUSUMs represents potentially useful adjunct to other surveillance methods in infection control”. Later, numerous publications on the use of statistical process control in epidemiology [6-13] have considered the use of control charts in healthcare, and have discussed their theoretical design and properties. Three of these studies [9, 10, 13] focused on the CUSUM, exponential weighted moving average (EWMA) and moving average (MA) charts. Quesenberry [14] described methods that can be used with or without prior data and produce timely warnings of epidemic onset, and Woodall [15], reviewed the types of control charts used in healthcare. More recently, Woodall et al. [16:253] provided an overview of common uses of Statistical Process Control in healthcare and some guidance on the choice of appropriate charts for various applications”, pointing out the superiority of CUSUM and EWMA control charts. Unkel et al. [17] dedicated a section to CUSUM charts in the detection of infection disease outbreaks.

The objective of this study is to discuss the role of the CUSUM control chart as an auxiliary instrument for immediate detection of multidrug-resistant bacteria (MDRB) outbreaks. This assessment is based on a retrospective study of MDRB days between positive cultures (DBPC) in the adult intensive care unit (ICU) of the University Hospital of Brasilia (HUB) from January 2001 to December 2011.

The most important variable that appears in the specialized literature regarding time between events is Days Between Infections (DBI). According to Finison, Spencer and Finison [18] this measure provides greater measurement sensitivity and allows for the construction of charts in real time. To avoid any misunderstandings, and to include infection as well as colonization, a different acronym is adopted in this study: Days between positive cultures (DBPC). For example: if a positive culture for MRDB is recorded on the February 4th, and another following on the February 23rd, then DBPC equals 19. Likewise, if two positive cultures occur on the same day, DBPC is zero.
CUSUM charts have undergone several adjustments and other algorithms have been developed to give better performance in early detection of abnormalities [19-24]. However, considering the type of distributions of our data sets and for meeting specific requirements, we chose the CUSUM charts adapted to the exponential family distributions, following Hawkins and Olwell’s methodology [3].

Currently CUSUM charts are still being used in the ICU at HUB, and the results are satisfactory. There is a reasonable decrease in the number of MRDB positive cultures in the last three years. Besides, the charts themselves, and all the calculations involved, contain the memory of the process and allow the detection of at least two types of changes: the epidemiological one and those that occur due to the influence of extraordinary events such as changes in physical space, lack of laboratory, incoming materials, lack of records, etc. Recently, a program has been started to expand the use of control charts to support surveillance in other hospital units at HUB.

1.1. Ethical aspects

This research was conducted in compliance with the recommendations of the National Health Council, number 466/12 -Regulatory Guidelines and Standards for Research Involving Human Beings. It was approved by the Ethics Committee of the School of Medicine of the University of Brasilia, on November 21, 2011, under Project Registration: CEP-FM 055/2011.

1.2. Study constraints

The study was conducted on a teaching hospital laboratory data of positive cultures for MRDB in the adult ICU. One of the main constraints was that the records were on handwritten notes rather than in computer files, especially the microbiological exam results. For this reason, during data collection we had some difficulty in identifying which clinical departments requested the laboratory exams. To overcome this obstacle we established the following exclusion criteria to collect the data: 1. record books of the microbiological laboratory; 2. the admission and discharge books from the Intensive Care Office and 3. patients’ identification files (without breaching confidentiality). We only moved on to the next step in case of lack of success on the previous step, and so on and so forth. This strategy was used to avoid bias during further statistical analyses. Confidentiality issues on the hospital records were strictly followed. Our graphical analysis was based on the graphical analysis of Hawkins and Olwell [3] and Montgomery [25]. Taking into consideration our data distribution and to fulfilling specific requirements, for instance, easy access to a free design software as well as its user friendly interaction, we then chose CUSUM charts based on the Hawkins and Olwell’s methodology [3].

2. Methods

To monitor and control MDRB DBPC in the adult ICU-HUB, it was decided to adopt the CUSUM Control Chart. The design, development and interpretation of these charts are done according to the following operational steps:

- Dates of occurrences of MDRB are collected and statistically analyzed, using preliminary tabulation,
frequency distributions and graphical techniques to maximize the gathering of information hidden in observed values.

- The variable DBPC is computed. Statistical summaries, data tabulation, frequency distributions, and identification of probabilistic models are used to construct an appropriate CUSUM chart design.
- The CUSUM chart parameters are adjusted to obtain the best combination between the numbers of false and true alarms. The parameters are calculated using the ANYGETH.EXE software, developed by Hawkins and Olwell [3]. Warnings (points in which the curve slope changes) and alarms (points plotted outside the control limits or sequences of points showing a long downward trend) are flagged in the charts.
- CUSUM charts are interpreted.

2.1. CUSUM control chart

The CUSUM control chart, first proposed by Page [2], works, essentially, by accumulating deviations from a target value of a process. It was developed to monitor the mean of a normally distributed variable.

If $\mu_0$ is the target value for the process mean, the algorithmic (tabular) CUSUM is generated by plotting the following statistics:

$$C^+_i = \max[0, x_i - (\mu_0 + k) + C^+_i]$$

$$C^-_i = \max[0, (\mu_0 - k) - x_i + C^-_i], \ i = 1, \ldots, n.$$

Where $x_i$ is the observed value, $\mu_0$ is the target value, $k$ is the reference value (RV) and the starting values are as follows: $C^+_0 = C^-_0 = 0$.

$C^+$ and $C^-$, which indicate upper-side and lower-side CUSUM, respectively, accumulate deviations from the target value that are greater than $k$ with both quantities reset to zero upon becoming negative. If either $C^+$ or $C^-$ exceed a decision interval $h$, the process is considered out of control. Parameters $h$ and $k$ are chosen to give a desired average run length ($ARL$) that represents the average number of points that must be plotted before a point indicates an out of control condition. The ideal is a high value of $ARL$ when the process is at the endemic state (called $ARL_0 = 1/\text{Type I error}$) and a very low value of $ARL$ (close to the unit) when the process is out of the endemic state (called $ARL_1 = 1/(1-\text{Type II error})$). The $ARL$ is a usual performance measure for control charts. In this work $ARL$ means the desired number of occurrences acceptable until the chart records a point outside of the control limit. In other words: “to design a CUSUM control scheme, we first select the out of control state for which we would like maximum sensitivity. This determines the reference value $k$. We then select the desired in-control $ARL$ to meet our particular needs” [3:44], at some acceptable level. “Once the $ARL$ and $k$ are determined, the value of the decision interval $h$, follows, and may be found from tables or software.” [3:44].
Since the research work by Lucas [4], it is possible to find CUSUM approaches for other type of data modeling, for instance, for the exponential family of distributions [3]. Distributions belonging to this family have good inferential properties and, in that sense, play important role in statistical theory, due to their wide applications. Among the various distributions that are part of this family, the following may be cited: binomial, Poisson, negative binomial, gamma, normal inverse Gaussian. The Weibull distribution does not belong to this family, but according to [3] it can receive the same treatment as gamma, and the same routines can be applied. That is the approach adopted in this study. Detailed theoretical review of the CUSUM chart design for exponential family distributed random variables is given in the Appendix.

In hospital infection control, the occurrence of a false positive result (Type I error) is less harmful than a false negative (Type II error). This justifies, in our scheme, a certain tolerance in defining the number of observations admitted until the occurrence of a false alarm (see $ARL_0$ values shown just below Figures 2 and 3).

Since we are interested in detecting only decreases in the DBPC, we based our analysis on a one-sided CUSUM. The parameters for the charts of this work were obtained using the program ANYGETH.EXE developed by the same authors in 2005, available at http://www.stat.edu/~doug/software.html.

There are other statistic programs that can be used, like “Surveillance”; it is a powerful software developed in the R language which provides, among other programs, an approximate CUSUM method for time varying Poisson means, as documented in Rossi et al [26]. A comparative study between the results obtained in this work based on [3] and the method developed in the Surveillance package in the R language [27] could be the target of a future research.

Furthermore, if a shift is signaled then the most recent epoch $i$, at which $C^-_i = 0$, gives the maximum likelihood estimate of the last instant before the mean shift [28]. Indeed, the tabular CUSUM chart indicates it by means of a counter called $N^-$ [25]. This counter records the number of consecutive periods since the lower-side CUSUM, $C^-$, assumed zero for the last time, i.e.

$$N^- = \begin{cases} 
0, & \text{when } C^-_i = 0 \\
N^-_{i-1} + 1, & \text{when } C^-_i < 0 
\end{cases} \quad i=1,2,\ldots
$$

For example: in Figure 1, $N^- = 4$ at the 16th occurrence, then it can be concluded that the process was last in control ($C^-$ assumed zero for the last time) at period $16-4 = 12$, so the shift likely occurred approximately there.

There are four situations:

1) in control: $C^- = 0 \Rightarrow N^- = 0$. See occurrences number 1 to 5.

2) alert: one or two decreasing values of $C^- \Rightarrow 1 \leq N^- \leq 2$. See occurrences number 7 and 8.
3) alarm: a decreasing sequence of $C^-$ values $\Rightarrow N^- \geq 3$. See occurrences number 13 to 16.

4) alert: $C^-$ plotted outside of the low control limit. Occurrence number 19.

When a sequence of decreasing points is plotted inside or outside the control limit, the process is assumed to be in an alarm: this happens when intervals between infections are far below the expected value of DBPC. Some conclusions must be made regarding their causes. Very short intervals between positive cultures can occur due to careless surveillance by healthcare workers. For example: technical failures in the implementation of Standard Precautions and cross-contamination due to lack of isolation of infected or colonized inpatients. These types of intervals may also occur when hospitals are overcrowded.

2.1.2 Decision criteria

As illustrated in Figure 1, for detecting non-random patterns on DBPC behaviour, the following set of decision rules was adopted:

- While the points are plotting on the central line, there is evidence that the process is in-control.
- When a point plots outside the control limit, there is evidence that the process is going out of control and is considered an alert.
- $N^-$ sequences are used as flags:
  - After updating the chart, if $1 \leq N^- \leq 2$, a warning signal is triggered because the process is probably at a changing state.
When a sequence of points shows a long downward trend ($N \geq 3$), strong evidence is provided that the process is out of control and is considered an alarm.

3. Results

After appropriate adjustments, 453 samples of MDRB were analysed. The bacterial species most frequently identified were: methicillin-resistant *Staphylococcus aureus* (MRSA; 24.50%), *Acinetobacter baumannii* (20.53%), *Pseudomonas aeruginosa* (16.56%), *Klebsiella pneumoniae* (K. Pneumoniae; 16.11%), *Staphylococcus epidermidis* (8.61%) and *Enterobacter spp.* (5.08%). These species represented 91.39% of the isolates. We focused on MRSA and *K. pneumoniae* because the behaviour of these two bacteria is sufficient to evaluate the performance of CUSUM chart analysis.

The behaviour of variable DBPC for MRSA has been recorded since 2003, but the chart currently covers only the period from 2007 to 2011 (n=36 cases). This filtering resulted from a required update on the average DBPC because of the increased gaps between positive cultures for MRSA during the last five years. This procedure is typical for statistical process control whenever significant changes occur in the average behaviour of a variable. A similar update was performed for *K. pneumoniae*. Therefore, the corresponding chart covers records from 2009 to 2011 (n=50 cases).

In addition, a study on the type of probability distribution that best fits each data set was performed according to the coefficients of the Anderson–Darling and Cramér–von Mises tests and respective $P$ values [29-30](Table 1).

**Table 1:** MRSA (2007–2011) and *K. pneumoniae* (2009–2011) probability distribution fitness tests for DBPC-
Adult ICU at HUB.

<table>
<thead>
<tr>
<th>MDRB</th>
<th>DBPC</th>
<th>Probability Distribution</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean</td>
<td>SD</td>
<td></td>
</tr>
<tr>
<td>MRSA</td>
<td>50.20</td>
<td>59.91</td>
<td>.08$^a$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>.14$^b$</td>
</tr>
<tr>
<td><em>K. pneumoniae</em></td>
<td>17.50</td>
<td>16.94</td>
<td>.23$^a$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>&gt;.25$^b$</td>
</tr>
</tbody>
</table>

$^a$Anderson–Darling test, $^b$Cramér–von Mises test,

MRSA: methicillin-resistant *Staphylococcus aureus*;

DBPC: days between positive cultures

MDRB: multidrug-resistant bacteria;

SD: standard deviation

Based on these results, and considering that the $P$-values do not reject the hypothesis that the data approximately follow the specified distributions, the CUSUM charts are determined according to the methodology [3]...
described in Section 2.1 and in the Appendix.

Figures 2 and 3 show the CUSUM charts for MRSA and *K. pneumoniae*. The chart performance measures, which represent the average number of points plotted before an alarm sign (*ARL₀* and *ARL₁*), are shown just below the figures.

**Figure 2:** The CUSUM chart of DBPC related to MRSA in the adult ICU-HUB (2007–2011)

**Figure 3:** CUSUM chart of the DBPC for *K. pneumoniae* in the ICU-HUB (2009–2011)
The arrows in Figure 2 indicate that $1 \leq N^- \leq 2$, five times, pointing out warning signs. An undesirable sequence of positive cultures for MRSA occurred between June and July 2010 (see occurrence orders 23–28). The penultimate arrow indicates the observation where the change in the process may have started. The ellipse shows the subsequent cases that were not avoided. There were 7, 7, 7, 9, 7 and 12 DBPC in a strong downward trend.

The arrows in Figure 3 indicate that $1 \leq N^- \leq 2$, seven times, pointing out warning signs. The sixth arrow is followed by an ellipse, showing a long sequence of short gaps between positive cultures for *K. pneumoniae* during June and July 2011 (see occurrence orders 29–39). There were 3, 6, 0, 1, 4, 3, 10, 4, 7, 7 and 4 DBPC showing a sharp decrease in the $C^-$ curve.

4. Discussion

The CUSUM charts designed for this study performed well (see ARL values below Figures 2 and 3), confirming that they are a good alternative when the detection of the onset of epidemics is important. The counter $N^-$ plays an important role in signalling a likely earlier state change. Note that MRSA was continuously monitored with the help of these charts in the adult ICU at HUB since 2003, and its frequency was observed in this timeline. Furthermore, from 2007, a feedback system was implemented between the Infection Control Committee (ICC) and the ICU, and a more effective control of the occurrences of positive cultures for MRSA was observed. Nevertheless, in 2010, there was a non-infectious outbreak, (all isolates positive for MRSA derived from surveillance swabs, which are defined as colonization). However, it appears that there were failures in surveillance service at that time because interventions were only implemented during the outbreak.

The data for *K. pneumoniae* reveals a different scenario on changes in the number of occurrences. We observed an outbreak during June and July 2011. In the same period, an outbreak of *K. pneumoniae* carbapenemase was in progress in Brasilia. For this reason, the ICU was already performing accurate surveillance cultures to monitor the outbreak. In 2011, this bacterium was not being monitored with the aid of the CUSUM chart. The used monitoring system showed that all positive cases resulted from surveillance cultures, thereby characterizing a non-infectious outbreak. Moreover, in the absence of the CUSUM chart, the precaution measures were implemented late, and it was not possible to prevent the spread of *K. pneumoniae* among inpatients.

The relevance of CUSUM charts is strongly supported by the current findings. Moreover, the use of CUSUM charts to monitor health events such as occurrences of MDRB is advantageous when compared with using other charts. Furthermore, it favours the implementation of corrective actions, aiming to stop the spread of these infectious agents among inpatients.

5. Conclusion

The use of the CUSUM control chart, which was developed for variables that approximately follow exponential family distributions, indicates that this method may be recommended for monitoring DBPC for MDRB in a hospital ICU. Individual analysis of the CUSUM control charts for MRSA and *K. pneumoniae* shows that they...
pointed out possible outbreaks. Therefore, the implementation of the use of the charts may lead to better decision-making when linked to the local surveillance team. The CUSUM chart successfully detects any slight early deviation in the process and the counter N− fulfils its role. The charts are helpful as an auxiliary tool to monitor hospital infections according to the control of MDRB. However, the prompt reaction of the surveillance team to the signal generated by the charts is the key for improving the control system. The epidemiological surveillance system for MDRB depends on multidisciplinary interactions and adherence by the majority of health professionals. Besides, the graphical method and application might be extended to the entire hospital. Its application would include an initial project design to create an adequate flow of actions for the implementation of statistical monitoring in an effort to improve quality in health care. The analysis was restricted to the dataset obtained from the ICU at HUB data under study. Finally, feedback strategies associated with statistical control are recommended and may gradually improve process performance and make surveillance more agile.
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Appendix

Design for exponential family distributed random variables

According to [3], the density function of any member of the exponential family (with one parameter) can be written as:

\[
F(y|\theta) = \exp\left\{a(y)b(\theta) + c(y) + d(\theta)\right\}
\]

(1)

Where \(a(.)\), \(b(.)\), \(c(.)\) and \(d(.)\) are known functions; \(\theta\) is the parameter, and \(y\) the random variable. As an example, the density function of a normal distribution expressed like (1) is

\[
F(y|\theta) = \exp\left[-\frac{y^2}{2\sigma^2} - \ln\left(\sigma\sqrt{2\pi}\right) - \frac{\mu^2}{2\sigma^2}\right]
\]

(2)

with \(a(y) = y\); \(b(\mu) = \frac{\mu}{\sigma^2}\); \(d(\mu) = -\frac{\mu^2}{2\sigma^2}\)

To test whether the process has shifted from the in control parameter \(\theta_0\) to an out of control parameter \(\theta_1\), the behavior of the “score” variables \(Z_i\) (see [3:135-136]) are defined as follows:

\[
Z_i = \ln\left(\frac{f_i(y_i)}{f_0(y_i)}\right) = a(y_i)[b(\theta_1) - b(\theta_0)] + [d(\theta_1) - d(\theta_0)]
\]

(3)

A general way to monitor the process using a CUSUM chart is the statistic \(D_n\) obtained recursively, as follows:

\[
D_n = \max(0, D_{n-1} + Z_n) = \max(0, D_{n-1} + a(y_n)[b(\theta_1) - b(\theta_0)] + [d(\theta_1) - d(\theta_0)])
\]

(4)

The process is considered out of control when \(D_n > A\).

The constant A is determined by deciding on the Type I error probability.
Let \( X_n = a(y_n) \) and \( k = \frac{d(\theta_1) - d(\theta_0)}{b(\theta_1) - b(\theta_0)} \) \( ) \quad (5) \)

The expression (5) is known as a reference value. Note that (5) is completely determined as a function of the process parameters under control and out of control. For illustration, consider the density function given by (2) keeping \( \sigma \) fixed and \( \mu \) variable; the reference value takes the form:

\[
k = -\frac{\mu_1^2 + \mu_0^2 / (2\sigma^2)}{\left(\mu_1 - \mu_0\right)/\sigma^2} = \frac{\mu_1 + \mu_2}{2}
\]

In the case of monitoring possible changes in \( \sigma \) maintaining \( \mu \) fixed, the reference value is given by:

\[
k = \frac{\ln \sigma_1 - \ln \sigma_0}{\left(2\sigma_1^2\right)^{-1} - \left(2\sigma_0^2\right)^{-1}}
\] \( ) \quad (6) \)

Details on the reference value \( k \) for other distributions of the exponential family can be found in [30].

If \( b(\theta_1) - b(\theta_0) > 0 \) in (5), expression (4) can be rescaled to

\[
C_n^+ = \frac{D_n}{b(\theta_1) - b(\theta_0)} = \max\{0, C_{n-1}^+ + X_n - k\},
\]

and if \( b(\theta_1) - b(\theta_0) < 0 \), then (4) is:

\[
C_n^- = \frac{D_n}{b(\theta_1) - b(\theta_0)} = \min\{0, C_{n-1}^- + X_n - k\}
\]

The process is considered out of control if

\[
C_n^+ > h^+ = \frac{A}{b(\theta_1) - b(\theta_0)} \quad \text{or} \quad C_n^- < -h^- = \frac{A}{b(\theta_1) - b(\theta_0)}, \quad \text{with} \quad C_0^+ = C_0^- = 0
\]

Decision interval \( h^+ \) and \( h^- \) determines the distance between the central line and the control limit and is usually fixed by deciding on the minimum tolerable in control average run length (\( ARL \)). There are many methods to determine the \( ARL \) of a control scheme. One of these methods consists in converting the range of possible values of (8) in \( M \) discrete states; the state “zero” corresponds to the start of the monitoring process or after an adjusting stop and \( C^+ = C^- = 0 \). The state \( (M+1) \) occurs when (8) exceeds the decision interval. Thus it is possible to determine the probability transition matrix among the states, and the probability of transition from the state \( (M+1) \) to the state zero is 1. (i.e. when (8) exceeds the decision interval, the cycle begins again).

Employing the properties of Markov chains, one can obtain the stationary distribution \( \pi = \pi_1, \pi_2, ..., \pi_M, \pi_{M+1} \), and \( ARL = 1/\pi_{M+1} \). This modeling was introduced by [31].